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Abstract: Association rule mimng, one of the most important and well-researched techmques of data mimng,
mvestigates the possibility of simultaneous occurrence of data. Given a collection of data, critical analysis can
be made on the statistical frequency of data, relationship between different data items and their comparative
frequency, etc. This study proposes a new algorithm Reverse Apriori Frequent Pattern Mining, which 1s a new

approach for frequent pattern generation of association rule mimng. The proposed algorithm works efficiently,
when the number of items in the large frequent itemsets is close to the number of total attributes in the dataset,
or if number of items in the large frequent itemsets is predetermined.
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INTRODUCTION

Data mining (Han and Kamber, 2006) 1s the process of
extracting non-trivial, implicit, previously unknown and
potentially useful information from large information
database, data
warehouses, XML repository, etc. The information and
knowledge gained can be used for applications ranging
from busmess management, production control, market
analysis, to engineering design and science exploration.

repositories  such as:  relational

Siumply stated, data mimng refers to extracting or mining
knowledge from large amounts of data.

Data mimng 1s applicable to different fields of
technology.  This
databases, data warehouses, transactional databases,
advanced database systems, flat files and the world wide
web. There are 2 classes Zhao and Bhowmick (2006) of
data mining: descriptive and prescriptive. Descriptive
mining is to summarize or characterize general properties
of data in data repository, while prescriptive mining is to
perform inference on current data, to make predictions
based on the historical data. There are various types of

information includes  relational

data miming techniques such as frequent pattern mimng
Zhao and Bhowmick (2006) and Koh et al. (2008),

Classification Zhao and Bhowmick (2006) and Clustering
Koh et al. (2008a). Frequent pattern mining 1s a part of
assoclation rule mining (Hipp ef af, 2000). It aims to
extract interesting correlations, frequent patterns,
associations among sets of items in the transaction
databases or other data repositories. Frequent patterns
are  widely
telecommumcation

various such as
networks,
managerment, inventory control, etc.

A set of items is referred to as an itemset. An item
set that contams k called k-itemset. The
set (computer, financial management software) 1s a
2-itemset. The occurrence frequency of an itemset 1s the
number of transactions that contain the itemset. This 1s
also known as support count or count of the itemset. Let,
itemset I =1, I,, ..., I, be set of k distinct attributes or
items. T be a transaction that contains a set of items such
that TcI, D be a database with different transaction
records T, Frequent pattern is a set of items generated
from I, where all items satisfy a predefined value. An
association rule (Agrawal ef al, 1993) is an implication in
the form of X=Y, where, X, Y<I are sets of items called
itemsets and XNY = @. X 1s called antecedent while, Y 1s
called consequent, the rule means X mmplies Y.

used in areas

market and sk

items 1S
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There are two important basic measures for
association rtules, support (8) and Confidence (C)
(Yun et al., 2003). Support (XuY) of an association rule 1s
defined as the percentage or fraction of records that
contain XUY to the total number of records in the
database. Confidence of an association rule is defined as
the percentage or fraction of the number of transactions
that contain XuY, Y to the total number of records that
contain X.

Support, probability of (XY), is defined as the
percentage or fraction of records that XUY to the total
number of records in the database. The count for each
item 1is increased by one every time the item is
encountered in different transaction T in database D
during the scanming process. Support (s) 1s calculated by

the following formula Borgelt and Kruse (2002):

Support conut of XY
Total mumber of transactionin D

Support (X' Y) =

An itemset satisfies mimmum support if the
occurrence frequency of the itemset i1s greater than or
equal to the product of minimum support and the total
number of transactions in D. The number of transactions
required for the itemset to satisfy mimmum support 1s
referred to as the minimum support count. If an itemset
satisfies minimum support, then, it is a frequent itemset
(Koh and Rountree, 2005). A frequent-k itemset contains
k number of items, where all k items satisfy mmimum
support. A candidate itemset 1s a set of items, which
compete to be a member of frequent itemset (Koh e al.,
2008). Before the mining process, users can specify the
minimum support as a threshold, which means they are
only interested in certain association rules that are
generated from those itemsets whose supports exceed
that threshold. That is, for a rule R, sup (R) > minsup and
conf (R) = minconf, there exists an association rule R
(Koh and Rountree, 2005). The data item that satisfies
minsup is called frequent and the confidence of rules
composed of the frequent data items are investigated to
discover the ultimate association rules.

Confidence 1s a measure of strength of the
association rules. Confidence (c), conditional probability
of (XY), is defined as the percentage or fraction of the
number of transactions that contain XuY to the total
number of records that contain X, where if the percentage
exceeds the threshold of confidence an interesting
association rule X=Y can be generated with the following
formula (Borgelt and Kruse, 2002):

Support (X Y)

Confidence (X = Y) =
Support (X)
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Association rule mining finds out association rules
that satisfy the pre-defined minimum support and
confidence from a given database. Association rule
mining is a two-step process (Zaho and Bhowmick, 2006):

Finding those itemsets whose occurrences exceed a
predefined threshold in the database, these itemsets
are called frequent or large itemsets

Generating association rules from those large
itemsets with the constraints of minimal confidence

Suppose one of the large itemsets 1s L, L, = {I,, L, ...,
.., I.}. Association rules with this itemsets are generated
in the following way: the firstrule is {1, T,, ..., I} =T, by
checking the confidence this rule can be determined as
interesting or not. Then other rules are generated by
deleting the last items in the antecedent and inserting it to
the consequent, further the confidences of the new rules
are checked to determimne the interestingness of them
(Bayardo, 1998). This process 1s iterated until the
antecedent becomes empty or no rules satisfy minimum
confidence.

Frequent pattern mming finds out frequent patterns
that satisfy the predefined minimum support and minimum
confidence for a given database (Yun et al, 2003).
Sometimes even the itemsets are not as frequent as
defined by the threshold from frequent pattern generation,
the association rules generated from them are still
important. For example, in the super market some items are
very expensive, consequently, they are not purchased so
often as the threshold required, but association rules
between those expensive items are as mnportant as other
frequently bought items to the retailer. Mining low
support but high confidence rules can be important
sometimes. We call such rules sporadic because they
represent rare cases that are scattered sporadically
through the database but with high confidence of
occurring together. A top rule is an association rule
whose confidence is exactly 100%. Typicallym association
rules are considered interesting if they satisfy both a
minimum support threshold and a minimum confidence
threshold (Srikant ef ai., 1997).

Frequent pattern discovery technique enables to
identify significant rare data associated with specific data
in a way that the rare data occur simultaneously with the
specific data more frequently than the average co
occurrence frequency in the database. The most frequent
pattern  discovery techniques have identified the
association that may happen only among the data that
satisfy the support and confidence set by the user’s
(Srikant et al, 1997). In common mechanisms for
discovering the frequent patterns, if the support is unique
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throughout the whole database leads to assumption that
each data included in the database occurs in a similar
frequency (Yun ef al., 2003). In reality, however, the data
composing the database may occur either relatively
frequently or not. The rarely occurring data in the
database may be significant enough to be of good use.
Nevertheless, the common frequent pattern discovery
techniques do not consider the occurrence frequency
pattern of data and discover the association rules using
the same support on the whole data, so the discovered
rules with regard to rare data may be redundant and as a
result, unnecessary rules may be generated.

In this study, a new algorithm Reverse Apriori
Frequent Pattern Mining for discovery of frequent
itemsets has been proposed. This algorithm starts to find
large frequent itemsets considering maximum mumber of
items at first time. If it fails to discover a frequent itemset
with the largest number of items, it considers 1 less than
maximum number of items. In this way, this algorithm finds
large frequent itemsets starting from higher number of
items to gradually less number of items. The proposed
algorithm works efficiently when the number of items in
the large frequent itemsets 1s close to the number of total
attributes in the dataset, or if number of items i the large
frequent itemsets is predetermined, which is close to the
total number of attributes in the dataset.

COMMON APPROACHES OF
FREQUENT PATTERN MINING

There are different algorithms and approaches
frequent pattern discovery.  Techniques
discover the association among data, such as AIS
(Zhao and Bhowmick, 2006), SETM (Zhao and Bhowmick,
2006) and Aprion (Borgelt and Kruse, 2002) have been
widely studied.

Apriori i8 a great improvement in the history of

for to

assoclation rule minming, Apriorn algorithm was first
proposed by Agrawal ef al. (1993). The AIS 1s just a
straightforward approach that requires many passes over
the database, generating many candidate itemsets and
storing counters of each candidate while most of them
turn out to be not frequent. Apriori 18 more efficient
during the candidate generation process for two reasons,
Apriori employs a different candidates generation method
and a new pruning technique.

There are two processes to find out all the large
itemsets from the database in Apriori algorithm. First the
candidate itemsets are generated, then the database is
scanned to check the actual support count of the
corresponding itemsets. During the first scanning of the
database the support count of each item is calculated and

526

the large 1-itemsets are generated by pruning those
itemsets, whose supports are below the pre-defined
threshold. In each pass only those candidate itemsets that
include the same specified number of items are generated
and checked. The candidate k-itemsets are generated after
the k-1th passes over the database by joining the frequent
k-1-itemsets. All the candidate, k-itemsets are pruned by
check their sub (k-1)-itemsets, if any of its sub (k-1)-
itemsets is not in the list of frequent (k-1)-itemsets, this k-
itemsets candidate is pruned out because it has no hope
to be frequent according the Apriori property. The Apriori
property says that every sub (k-1)-itemsets of the
frequent k-itemsets must be frequent Pseudo code in
presents Apriori algorithm as following:

Input:
Database D
Minimum Support £
Minimum Confidence £

Output:

R, All association Rules
Method:
01 1.1 =Targe 1-itemsets

02 for (k=2; Ly, = o; kt+) do begin

03 Cy=apriori-gen (Ly,);//generate new candidates from Ty,
04  for all transactions T € D do begin

05 C,=subset (C,T); Yeandidates contained in T

06  for all candidates C € C,do

07 Count ()= Count (C)+1; / increase support count of C by 1
08 End

09 T,={Ce | Count{Ch=ec =D}

10  End

11 Li=Uy Ly

12 R, = Generate Rules (Ly, &)

In the process of finding frequent itemsets, Apriorn
avoids the effort wastage of counting the candidate
itemsets that are known to be infrequent. The candidates
are generated by joining among the frequent itemsets
level-wisely, also candidate are pruned according to the
Apriori property. As a result the number of remaming
candidate itemsets ready for further support checking
becomes much smaller, which dramatically reduces the
computation, IO cost and memory requirement.

Aprionn algorithm still mherits the drawback of
scanning the whole databases many times. Based on
Apriori algorithm, many new algorithms were designed
with improvements. Generally, there were two approaches:
one 1s to reduce the number of passes over the whole
database or replacing the whole database with only part
of it based on the current frequent itemsets, another
approach 1s to explore different lkands of pruning
techniques to make the number of candidate itemsets
smaller. Apriori-TTD and Apriori-Hybrid (Agrawal et al.,
1993), DHP (Park et al., 1995), SON (Savesere et al., 1995)
are modifications of the Apriori algorithm.
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Most of the algorithms introduced above are based
on the Apriori algonthm and try to improve the efficiency
by making some modifications, such as reducing the
number of passes over the database; reducing the size of
the database to be scanned in every pass, pruning the
candidates by different techmques and using sampling
technique. However, there are two bottlenecks of the
Aprior1  algorithm. One 1s the complex candidate
generation process that uses most of the time, space and
memory. Another bottleneck 1s the multiple scan of the
database.

REVERSE APRIORIFREQUENT PATTERN MINING

Apriori algorithm collects candidate itemsets. A
candidate itemset includes the items that have possibility
to be member of the frequent itemsets and is used to
discover frequent itemsets. It then discovers the frequent
itemsets from the candidate itemsets (Zhao and
Bhowmick, 2006).

Apriori at first finds candidate-1 itemsets. It then
finds frequent-1 itemsets by pruning candidate-1 itemsets.
The pruned items are those which don’t satisfy minimum
support value. Then, it generates candidate-2 itemsets
from frequent-1 itemsets. From candidate-2 itemsets,
Apriori generates frequent-2 itemsets in the same process
as it generated frequent-1 itemsets. This process
continues until large frequent itemsets are generated.
Large frequent itemsets Zhao and Bhowmick (2006) are
those from which candidate itemsets cannot be generated,
that means no item of the candidate itemsets satisfies the
user defined mimmum support value. Thus, Apriorn
generates large frequent itemsets, where number of items
in the candidate set starts from 1 and gradually increases
to bigger number.

The algorthm proposed i this study works mn the
reverse way of Apriori algorithm. The proposed approach
1s different from Aprior in that it generates large frequent
itemsets starting from considering maximum possible
number of items m the data set. It generates tlus large
frequent itemsets only if it satisfies user specified
minimum item support. It then gradually decreases the
number of items in the itemsets until it gets the largest
frequent itemsets. At first, the proposed algorithm checks
for large frequent itemsets with all the combinations of the
distinct values for all the items mn the target dataset. Ifit 1s
satisfied by minimum support value, then large frequent
itemsets 18 revealed at first checking. If 1t 1s not satisfied,
then checks for next large frequent itemsets by
combinations of next large number of items and thus
generates large frequent itemsets by checking the
mimmum support value. The algorithm 1s presented in
pseudo code of Reverse Apriori algorithm as following:
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Input:
Database D
Minimum Support €
Output:
Large Frequent Itemsets
Method:
01 k = maximum number of attributes
02 i=0
03 for all combinations of (k-i) number of attributes
04 do
05 generate candidate-k-i itermsets
06 generate frequent itemsets from candidate-k-i iternsets
07 where, support count of generated itemsets > =¢
08 If successful, then go to step 10
09 Else i =i+1 and go to step 03
10 Return sets of large frequent itemsets
11 End

Whenever, reverse Apriori algorithm finds frequent
itemsets, 1t does not go to next searching step to check
larger frequent itemsets like Aprion does. In steps 01-02,
total number of attributes is calculated and is kept in a
variable k. An incremental variable i is initialized to 0. In
steps 03-07, for all combinations of k number of attributes,
every combination is checked by predefined support
count. If it satisfies the support value, then the
combination is a member of frequent itemsets. And the
itemsets 1s the large frequent itemsets. If steps 03-07, fail
to generate large frequent itemsets, then step 09
increments 1 by 1 and jumps to step 03. This process
continues until large frequent itemsets i1s generated.
When a large frequent itemsets 1s generated, then the
program jumps to step 10. Step 10 shows the output and
exits.

EXPERIMENTAL SETUP
AND PERFORMANCE ANALYSIS

The synthetic dataset that is used for performance
analysis has been collected from WEKA (Witten and
Frank, 2005). WEKA 15 a software developed by the
University of Waikato, Hamilton, New Zealand. The
synthetic dataset has 5 attributes. There are 12
distinct items for five attributes. Table 1 presents the
names and values of items m synthetic dataset. For
performance analysis, Quest software TOAD, version
9.0.1 has been used. The configuration of the machine
where experiments have been done is-Intel Pentium (R)
Dual 2.0 GHz, 1 GB of RAM. The performance of the new
algorithm Reverse Apriori has been analyzed compared
with Apriori algorithm, with respect to number of table
scar, row counts and execution time. For the convenilence
of understanding, the sample dataset used 1s given in
Table 2.
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Minimum support value of 3 has been used in this
study. Using Apriori algorithm in the example dataset, the
frequent itemsets are generated. At first pass, candidate-1
and frequent-1 itemsets are generated. Tn second pass,
candidate-2 and frequent-2 itemsets are generated. In the
third pass, candidate-3 and frequent-3 itemsets are
generated. Though frequent-3 itemsets is the large
frequent itemsets for the example dataset, but after pass 3
there is no way to understand frequent-3 itemsets is the
large frequent itemsets. That is why Apriori generates
candidate-4 itemsets. As no items of candidate-4 itemsets
satisfies minimum support value, now it is clear that
frequent-3 itemsets is the large frequent itemsets. The
total number of item counts at each scan is as in Table 3.

Applying Reverse Apriori in the example dataset to
generate frequent itemsets, at first pass candidate-5
itemsets 1s generated. As no member of the candidate-5
itemsets is frequent, in second pass, candidate-4 itemsets
is generated. There are also no frequent items in the
candidate-4 itemsets. So, m the third pass, candidate-3
itemsets is generated. There are 4 items in candidate-3
itemsets, which satisty predefined support value 3. So,
frequent-3 itemsets 1s the large frequent itemsets for the
example dataset. The total number of item counts at each
scan is shown in Table 4.

In study of Apriori, large frequent itemsets were
generated after fouth pass of database, though the large
frequent itemsets is itemsets-3. Here is an advantage of
Reverse Apriori approach over Apriori. Reverse Apriori

Though number of generated rows in Apriori is less
than that of Reverse Apriori, total execution time of
Aprior1 18 more than that of Reverse Apriori. The
execution time of Apriori and Reverse Apriori is shown in
Fig. 3.

Apriori generates fewer rows than Reverse Apriori.
Apriori takes more table scan to find large frequent
itemsets than Reverse Apriori. That is why, the execution
time of Apriori is more than that of Reverse Apriori. The
comparison of execution time between Apriorn and
Reverse Apriori is shown in Fig. 3.

From Fig. 3, it is observed that though number of
generated rows in Reverse Apriori 1s more than Apriori,
but execution time 1s more in Apriori than Reverse Apriori.
It 1s also observed that number of database scan in
Apriori is more than that of Reverse Apriori. So, it can be
concluded that the execution time is dependent on
number of database scan. In Table 5 a comparison of
execution time, total database scan and total generated
rows between Apriori and Reverse Apriori is shown.

In Table 5, from the relationship of total database
scan, total generated rows and total execution time
between Apriori and Reverse Apriori, it can be said that
the execution time depends on the total number of
database scan.

Table 1: Names and values of items in synthetic dataset
Header of items

Values of iterns

stops the scanning as soon as it gets an itemsets having Outlook Surmy, overcast, raiy
items which satisfy minimum support value. A~ Temperature Hot, mild, cool
t tudy total ted betw Avrior Humidity High, normal
comparative study total generated rows between Apriori Windy False, true
and Reverse Aprioriis shown in the Fig. 1. Play Ves, no
In Fig. 1, all generated rows for candidate and
frequent itemsets are shown. Here, it is seen that Apriori Table 2: The sample synthetic dataset
and Reverse Apriori converges to the same point for Outlook Temperature  Humnidity Windy Play
frequent itemsets-3, which is the largest frequent itemsets, ~ Sunny Hot High False No
R Avrior ds t didate it t Sunny Hot High True No
everse Apriori proceeds to generate can e ltemsets Overcast Hot High False Yes
until it can generate an frequent itemsets having some Rainy Mild High False Yes
output. Rairny Cool MNormal False Yes
In Fig. 1, Reverse Apricri shows O frequent itemsets Ny Cool Normal True No
f didate-5 d did 4 d sh 4 Overcast Cool Normal True Yes
or can : te-5 and candidate- . itemsets an. shows Surny Mild High False No
frequent itemsets for frequent-3 itemsets and it stops at Sunny Cool Normal False Yes
this point. Apriori takes fourth scan to find large frequent ~ Rainy Mild Normal False Yes
itemsets, whereas, Reverse Apriori takes third scan to find Sunny Mild Normal True Yes
. . . . Overcast Mild High True Yes
la.rge frequent itemsets. The comparison is shown in Overcast Hot Normal False Yes
Tg. 2. Rainy Mild High True No
Table 3: Apriori row counts and execution time for example dataset
No. rows and 1 2 3 4 Total Total
execution time for different generated execution
candidate and frequent sets Candidate  Frequent Candidate Frequent Candidate Frequent Candidate  Frequent rows time
No. generated rows 12 12 57 26 24 4 11 0 146 -
Execution time (msec) 16 15 31 16 47 15 31 15 - 186
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Table 4: Row counts and execution time for reverse apriori

No. rows and 5 4 3 Total Total
execution time for different generated execution
candidate and fiequent sets Candidate Frequent Candidate Frequent Candidate Frequent rows time
No. generated rows 72 0 156 0 124 4 356 -
Execution time (m sec) 32 15 32 16 32 15 142
180 == Apriori
E 160 = Aptiori 56 DISCUSSION

f

e f’ffo&

Fig. 1: Comparison of generated rows between apriori and

reverse apriorl
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Fig. 2: Total table scan between apriori and reverse apriori
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Fig. 3: Execution time between apriori and reverse apriori

Table 5: Comparison between apriori and reverse apriori

Tatal Total Execution
Algorithms database scan  generated rows tirme (msec)
Apriori 4 146 186
Reverse Apriori 3 356 142

It 15 evident from Table 5 that execution time 1s not
dependent on number of generated rows; rather it is
dependent on number of database scans. Apriori and
Reverse Apriori can be used in the convement way, where
either one accomplishes its task in fewer database scans.
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Research under the broad area of data mining is still
ongoing and the importance of data interpretation for
decision making 1s becoming more and more relevant,
especially in the recent few years when storage hardware
has become cheap and different business and research
entities are storing all possible types of data for analysis.

The focus of research has been being more and more
pointed towards finding algorithms that can find out
worthy data relations in minimum time.

This study proposed Reverse Apriori Frequent
Pattern Miming algorithm to generate large frequent
itemsets. The proposed algorithm finds interesting
correlations between data more efficiently than Apriori.
The proposed algorithm can be helpful in large databases
where large frequent itemsets contain large number of
attributes.

There is certain advantage of starting to generate
large frequent itemsets from considering maximum number
of attributes to gradually less number of attributes. The
advantage 1s that the approach always automatically
satisfies downward closure property (Srikant et al., 1997).
Downward closure property states that all subsets of a
frequent set must also be frequent.

There 1s no need to check this property in the
proposed algorithm. Because, if itemsets (a-d) with
support value 3 is generated, then any subsets of tlus
set have at least support 3. Support value of (a-d) is 3.
The combmations of a-d; suchasa-cora,bora,cora, d
or b, ¢ or ¢, d is also having support value of at least 3.
Whenever, Reverse Apriori Frequent Pattern Mining
finds frequent itemsets, 1t stops further searching.

This 13 because, it starts checking for frequent
itemsets with the maximum number of items and gradually,
it considers less number of items until frequent itemsets
are generated. As a result, whenever it gets an itemsets
having frequent items, no doubt it 1s the large frequent
itemsets.

But this is not true for Apriori approach. Whenever,
Apriori finds a frequent itemsets, 1t proceeds to next step
to ensure whether, there 1s a larger frequent itemsets or
not. Thus, the proposed approach has the advantage of
less number of table scan compared with that of Apriori
algorithm.

Reverse Apriori approach is not suitable if large
frequent itemsets are found with less number of attributes
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with respect to total number of attributes. For example,
there are 50 attributes in a table and large frequent
itemsets are found with 3-5 attributes.

In such a situation, Reverse Apriori approach is not
suitable. The reason is starting to check large frequent
itemsets from combinations of 50 attributes and gradually
reaching towards 3-5 is expensive. After a lot of scanning,
this approach will get desired output.

However, the proposed approach works fine, if
nmumber of attributes in the large frequent itemsets is
predetermined to large value, or large frequent itemsets
are found close to the number of attributes.

For example, if the important relationships among
sets of data will have to be found having number of items
=40, where number of attributes is 50 in the table, then
Reverse Apriori approach works well, or if interesting
relationships among data are generated, where number
of items is very close to the total number of attributes,
then Reverse Apriori Frequent Pattern Mining approach
works well.
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