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Abstract: To improve the accuracy of Boeosting for human object detection, Boosting with kemel base
classifiers, called K-Boosting, is proposed. The proposed method uses kernel function rather than linear
function, as in conventional Boosting, for base classifiers. The use of kernel function makes a better decision
function therefore the accuracy is improved. Experiments on human object detection application show that the
accuracy 1s 16% improved comparing to that of conventional Boosting. The accuracy of the proposed method
is comparable to that of Support Vector Machine but the computational time is comparable to that of
conventional Boosting. This proposed method 15 very useful for development of a real time human object

detection.
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INTRODUCTION

Human object detection is an important issue to
address because of the many applications of human
object detection system, i.e., surveillance system, visual
search engine and intelligent vehicles (Sun et al., 2002,
Papageorgiou and Poggio, 1999). Many interesting human
object detection methods have been proposed i the
literatures. Oren et al. (1997) use wavelet templates to
detect human object. Papagergiou and Poggio (2000)
pioneered the use of overcomplete sets of Haar wavelet
features in combination with a Support Vector Machine
(SVM). Mohan (1999), create 4 component classifiers for
detecting heads, legs and left/right arms separately. The
research in Sun et al. (2002), Papageorgiou and Poggio
(1999, 2000), Oren et al. (1997) and Mohan (1999) used
Support Vector Machine (S5VM) method for human
object detection. SVM method has high accuracy
for human object detection but the speed of testing is
slow.

Other method for human object detection is Boosting
(Laptev, 2006, Arras et al, 2007; Viola ef al., 2003).
Laptev (2006) improves the accuracy object detection
using boosted histograms. Arras ef af. (2007) used
boosted features for detecting people in 2D range data.
Viola et al. (2003) used Boosting for movement human
object detection. Boosting method has comparably low
accuracy for human object detection but the speed of
testing is fast. The real time applications of human object

detection requires high accuracy of detecting human and
high speed of testing. To overcome the problem, this
research proposes Boosting with kernel base classifier for
human object detection in order to unprove the accuracy
of the conventional boosting classifier.

DISCUSSION ON BOOSTING

Boosting (Bishop, 2006) is a powerful technique for
combiming multiple base classifiers to produce a form of
committe whose performance can be significantly better
than that of any the base classifier. The most widely used
form of boosting algorithm called AdaBoost, shot for
‘adaptive boosting’, developed by Freud and Scaphire
(1999). Boosting can give good results even if the
base classifiers have a poor performance and hence
sometimes the base classifers are known as weak learners
{(Bishop, 2006).

The principal of boosting is that the base classifiers
are trained m sequence and each base classifier 1s trained
using a weighted form of the data set where the weighting
coeffecient associated with each data point depends on
the performance of the previous classifiers.

In particular, points that are missclasiffied by one of
the base classifiers are given greater weight when used to
train the next classifier n the sequence. Once all the
classifiers have been trained, their predicitons are then
combined through a weighted majority voting scheme, as
illustrated schematically in Fig. 1.
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Fig 1: 3chematic illustration of the boosting fram ework

Consider a brro-class classification problem, inwhich
the training data comprises ingut vectors x,, %, along
with corresponding  hinary target t, t,..., tewhete,
t, ¢ {-1,1}. Each data point iz given an associated
welghting parameter w, which isinitially set to 1/ for all
data poitts.

At each stage of the dgorithem, AdaBoost trains a
new classifier using a dataset in which the weighting
coefficients are adjusted according to the petformance of
the previously traned classifier so as to gwe greater
weight to the misclassified data poirds. Finally, when
desired mmber of base classifiers has been trained, they
are combined to form a committes vsing coefficients that
give differert weight to differert base classifiers. The
precise form of the AdaBoost algorithmm is gwenin
Tahle 1.

Freund and Bcaphire (1999 say that A daB oost uses
.ot for the s, wector and 1) norm for the weight vector.
Thel nomms are ingead of Eudidean to maximizea minimal
margin. The difference between the norms can result in
wvery large differences in the margin walue. Inthis case, it
catn be shown that if the mamber of relevardt weak
clasaiflersm iz a amall fraction of the total mumber of weal
classifiers then the m & gin associated with A daB oost will
be much large. Beside that AdaBoost corresponds only to
litear program ming for mavimizin g the margin B o, that the
margin of hyperplane iz not optimal especially to solve
nonlinear problem s.

Thiz problem can dectease the accuracy of
clagsification As an example to see how the acowacy
clagsificaion of AdaBoost, consider a hnnan object
detection groblem. The traiting data of lhownan object
detection problem is shown inFig 2.

The trairing data is resulted from caphaing image
with 3-5 meter distance and cropping image with size
128 =64 pixels. The positive samples are images of hman
with variability it different colors and garment types. The
negative samples are images of naural scenery and
buildings that are not contain ay nsnan, To evaloate the
Eoosting performance, the experimert vses 450 training
dataset and 175 tesing dataset. The experiment is

......

124

Table 1: SdaBoost alzoriten

AdaBoost alzorithen
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Fig 2: The training data of hwman object detection
problem. () posiive samples and () negative

samples

sitmlated wsing Boosting  dgorithun  in Matlab
(httpffpeople. coal mit edwtorr albaShorts ourseRLOCS
boosting'boosting ml). And the result shows that the
EBoostingm ethod can classify image correctly about 6756,
This result is not sgnificant for haman object detection
gystem that recpires much higher acowracy.
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DISCUSSION ON KERNEL METHOD

The support vector machine (SVM) algorithm uses
structural risk mimmization to find the hyperplane that
optimally separates two classes of objects (Asano, 2004).
This 18 equivalent to mimmizing a bound on generalization
error. The optimal hyperplane 1s computed as a decision
surface of the form:

f{x) = sgn(g(x)) ©)
Where,

(0= 'y Kxx)+b ™

In Eq. 7, K 1s one of many possible kernel functions,
v; € {1,-1} is the class label of the point x, and {x;} is
subset of the traiming data set. The x; are called support
vectors and are the pomts from the data set that closest
to the separating hyperplane. Finally, the coefficients ¢
and b determined by solving a large-scale quadratic
programming problem. The kernel function K that is used
in the component classifiers 1s a quadratic programming
problem and has the form shown:

K(x,x,)=(x-x, + 1) (8)

fix) € {1,-1} n Eq. 6 1s referred to as the binary class of the
data point x which is being classified by the SVM. Values
of 1 and -1 refer to the classes of the positive and
negative traming examples respectively. As Eq. 6 shows,
the binary class of a data point is the sign of the raw
output g(x) of the SVM classifier. The raw output of an
SVM classifier is the distance of a data point from the
decision hyperplane.

SVM comresponds to quadratic programming in
maximizing the margin. To solve the high dimensional
problem, SVM use kernels which allow algonithms to
perform calculations  that
mathematically equvalent to mner products m a high
dimensional “virtual” space.

Using quadratic programming to compute optimal

low dimensional are

hyperplane as decision surface, SVM results a high
accuracy of classification. Consider the same human
object detection problem as described in this study, SVM
can classify object correctly about 81%. But the testing
time of this method i1s much slower than Boosting method.
Therefore, SVM can not be applied for real time human
object detection in which much faster testing time is
needed.
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PROPOSED K-BOOSTING: BOOSTING WITH
KERNEL BASE CLASSIFIERS

This study discusses the new proposed method for
human object detection called K-Booting (or Kernel
Boosting). Human object detection is a real time
application that requires ligh accuracy and fast testing
time. The proposed K-Boosting employs the quadratic
kernel as base classifiers for Boosting, therefore it has
high accuracy and fast testing time.

The quadratic kernel of SVM 1s a quadratic function
of dot product of the training data samples, Eq. 8. Having
quadratic function, the kemel 1s able to form a complex
non-linier decision function so that SVM has high
classification accuracy. To show the high classification
accuracy of SVM, consider the performance of SVM to
some data benchmarks (i.e. iris12, iris23 and Usps Chttp://
asi.insa-rouen. firenseignants/~gloosli/ simpleSVM.html)).
The performance results are shown i Table 2. The
average accuracy of SVM to the benchmarks 1s 90.3%.
The results show that SVM 1s appropriate to be applied
for real time human object detection mn terms of its high
classification accuracy.

Otherwise, the Boosting method has fast
classification time. The decision function of Boosting
method is a linear combination of prediction of its base
classifiers, Eq. 5. Having this simple linear combination,
this method requires much less classification time. To
show the fast classification time of Boosting, consider
the performance of Boosting to some data benchmarks
(as m the previous expermments with SVM). The
performance results are shown in Table 3. The average
testing time is 0.015 sec. The results show that Boosting
1s appropriate to be applied for real time human object
detection m terms of its fast classification time.

Base on the above analysis, a new boosting with
kernel function as base classifiers (called K-Boosting) is
proposed. The kernel function in K-Boosting is used to
improve the classification accuracy. Meanwhile the simple
linear combination of base classifier function of Boosting
makes the classification time of K-Boosting is fast
(Table 4). The schematic illustration of the proposed
method 1s represented in Fig. 3.

First, initialize the weight w,"” of training data with
the same value. Then, do iterate from 1 until M of base
classifiers with kernel function. The first iteration, v,(x), is
trained use kemel function and the result i1s used for
compute error in Eq. 2 with weight coefficient w.”. In
Eq. 4, update weight coefficient w,* that increase weight
coefficient value for misclassify the training data and
decrease weight coefficient value for correct classify the
traimng data. Finally, when desired number of base
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Fig 3: Zchematic illustration of the I-B ooging fram ework

clagsifiers has been tained, they are combined to form a
committes vsing coefficients that give differert wedght to
different base classifiers.
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HUMAN OB.JECT DETECTION 5Y STEM

Thiz study explans the architecture of developed
human otject detection system. The system is divided
into training and testing phase. Figure 4 is the graphical
representation of the developed system architecturs In
training phase, the training data samples those are
extracted by Haar wavelet feabures extracton are used for
trairing the classification method e, Boosting, 3V M and
the proposed K-Boosting In testing phase, the system is
ready to classify whether the object in the image is
“hurans™ or “non-hmans™.

Feature exiraction: Featire extraction in lnwman object
detection is a process to extract inform ation such as colog,

T rainin 7 phace
™
Foatmm
—- ax frastion
Iraiming
PIOGREF
Initingpharo
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Fastum Human ohjuct
uxtrachon dekction
‘

Fig 4:3ystem architectire of houran object detection
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texture and shape of human from images. Because human
are highly non-rigid objects with a high degree of
variability in size, shape, color and texture, in the
developed system Wavelet transform 1s used as feature
extraction method. Wavelet transform is a multi resolution
function approximation that allows for the hierarchical
decomposition of a signal therefore it can extract complex
information of human.

Wavelet transform computation involves recursive
filtering and sub sampling; and at each level, it
decomposes a 2D signal into four sub bands, which are
often referred to as LL, LH, HL and HH (L = Low,
H = High) according to their frequency characteristics
(Unser, 1995). The system uses Haar wavelet transform
that it represents the features by the energy in the high
frequency bands. The reason for choosing Haar wavelet
transform is that it has better reflection of texture
properties (Unser, 1995) where the coefficient in different
frequency bands signal vanations m different directions,
such as horizontal, vertical and diagonal.

Tn addition, Haar transform requires less computation
compared to other wavelet transform with longer filters
(Unser, 1995). Haar Wavelet of image representation
maintains high mter-class and low intra-class variability.
Thus, it captures the defining details of the human object
in image while distinguishing it from all other objects.
Figure 5 represents the 3 types of 2-dimensional Haar
wavelet. The 3 types of 2-dimensional Haar wavelet are
used to represent features of image. The results that are
obtained by applying the Haar wavelets are classified as
either “humans” or “non-humans”.

To provide more robust features to the classification
process, the overcomplete sets of Haar wavelet features
(Papageorgiou and Poggio, 2000) 1s used. This method
transform image from pixel space to the space wavelet
coefficients, resulting an overcomplete dictionary of
features that are then used as training for a classifier. To
obtain a denser set of basis functions that provide a richer
model and finer spatial resolution, a set of redundant
basis functions (called overcomplete dictionary) 1s
needed, where the distance between the wavelets at level
nis ¥4 2% The illustration of standard transform compared
to quadruple dense shift resulting an overcomplete
dictionary of wavelets 1s represented n Fig. 6.

Training and testing phase: In the training phase, the
system takes as input a set of inages of the human object
that have been aligned and scaled so that they are all in
approximately the same position and the same size. The
training data is resulted from capturing image with 3-5 m
distance and cropping image with size 128x64 pixels. To
train this system, it uses the training data set of positive
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Fig. 5: The 3 types of 2-dimensional Haar Wavelet (a)
“vertical” (b) “horizontal” and (¢) “diagonal”
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Fig. 6 The shifts m the standard transform and
overcomplete dictionary of wavelet

samples and negative samples. The positive samples are
images of human with variability n different colors and
garment types. The negative samples are images of
natural scenery and buildings that are not contained any
human.

In testing phase, the system slides a fixed window
over an 1mage and uses the tramed classifier to decide
which patterns show the human objects or not. At each
windows position, the system extracts the same set of
features as in the training phase. The system starts
detecting human object in images by selecting 128x64
windows from top left corner of the image as an input. The
window shifts a step by step about 16 pixel from top left
corner until bottom right corner. Once the traimng stage
15 completed, the system is able to detect a human object
at arbitrary positions by shifting the 128x64 window,
thereby scanning all possible locations in the image. The
results of testing phase are two classes, 1.e., positive and
negative class. If the result 15 a positive class then the
system draws a red box of location of human object.

EXPERIMENTAL RESULTS AND
EVALUATION PERFORMANCE

In the experiment, a dataset of 250 positive samples
and 375 negative samples 1s used. These samples are
obtamed from capturing image with 3-5m distance with
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variability in different locations. The positive samples are
images of human with vanability in different colors and
garment types. The negative samples are images of
natural scenery and buildings that are not contain any
human, Therefore the negative samples need many of
variation of samples. The positive samples are divided
two parts, 1.6, 150 samples as trainmng dataset and 100
samnples as testing datazet. The negative zamples are
dwided two parts, 1.e., 300 samples as training dataset and
75 samples as testing dataset.

Ferformance of the proposed K-Boosting, Boosting
and SVM for human object detection problem are
compared. To evaluate the system performance, the 2
scenarios are carried out. The first scenario uges a training
dataset with 450 samples and uses a testing dataset with
175 samples that the sizes of images are 128%84 pinels.
The first scenario aims to measure the accuracy and
computational time of training process and testing
process of the proposed method that 1= compared with
Boosting and SV The second scenario uses a training
datazet with 450 samples and uges a testing dataset with
the size of images those are larger than samples of training
dataset.

In the 1st scenario, the result of accuracy and
computational time of traiming and testing process is
presented in Table 5.

This result shows that the testing accuracy of the
propoze method iz comparable to that SV method but
higher about 16% than B oosting method. The testing time
of the propose method i comparable to that of
conventional Boosting but higher than SV method.

In the 2nd scenario, the system starts detecting
hurnan object in images by selecting 128=84 windows
from top left comer of the images The system detects
area of image of active window. If the result of human
object detection are positive class then the system draw
ared box The result of the second experiment is shown in
Fig 7-2

Figure 7 shows the result of expenment of image with
size 180%135 and consists of one object human. The area
of image that consist of human object 18 signed with a red
box. The results human object detection of third methods
are same.

Figure ¥ show the result of image with size 1762234
and consist of five human objects. The area of image that
consist of human objects are signed with red boxes. In
Fig. B¢, there are three red boxes that are false detection.
The false detection 15 caused area of false detection in
image has similanty features with human object. This
that the better
performance than the conventional Boosting,

shows proposed K -Boosting has

Table 5: The accuracy and computationsl time of training and testing
process of K-Boosting Boosing and 3V

Accuracy of (percentage) Computati onal tim e
Methods Traiving (%) Testing (%) Traiting Testing
K-Boosting
[proposed] oF 23 161.52 0ot
SV M chitpefasiinsa-roven frienseignants/~gloo sl sin pleS VIV htm)

o7 a2 1109 107

Boosting (hitp:ffpeople ceal mit. edutorralbalshortC ourse RLOC Mo ostingf
boosting btml)

a7 &7 11.328 0ol

Table d: The testing time rate of K-Boosting, Boosting and 3V M methods
of latge itnage
The testing time of experimert of Fig 5-7 with large image

Ilethods Size 180=135 Size 1T =234 Size 231=155

K-Boosting

[proposed)] 4.9 943 045

3 LI (hitpofasiinsa-rouen fr/enseignants/glooslissim ple3W M htm)
147.45 17213 17180

Boogting (hitp:/fpecple. ool mit. echtorralbalshontC ourseRLOC hoosting/
hoosting html)
4.69 063 9.45

Fig. 7. Theresult of human object detection of image with
gize 180=135 veing (a) K-Boosting (b)) SV and ()
Boosting

Fig. 8 Theresult of human object detection of image with
gize 176=234 using (a) K-Boosting (b) SV and ()
Boosting
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Fig & Thereslt of lnxnan object detection of irmage with
size 231155 uaing (a) K-Boosting (hy SV and (c)
B oosting

Figure 9 show the result of itmage with asize 231%155
and consist of 2 human objects that the system draw
some red boxes. In Fig. 9c, there are two red boxes that are
falze detection. The false detection iz caused area of false
detection in image hag simmlatity features with human
object. This shows that the proposed K-Boosting has
better performance than the conventional Boosting,

The testing time of experiment of Fig 7-9 are
presented in Table 6. The testing time of K-Boosting
method iz comparable to that Boosting method, but is
mmuch lower then 3V method.

CONCLUSION

Human object detection is an important izsue to
address because of the many applications of human
ohject detection system, i.e., survelllance system, visual
search engine and intelligent wehicles. The real
application of hwmnan object detection required high
acouracy and fast testing time. This research proposes
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K-B oosting method that eroploys the quadratic kernel as
baze classifiers for Boosting, therefore it has high
accuracy and fast testing time.

In the experitment, the testing accuracy of the
proposed K-Boosting method, that it uses testing dataset
of 100 positive samplesand 75 negative samples, 15 ahout
83%. This result improves the accuracy about 16% from
that of the conventional B oosting that is about 67%. The
acouracy detection of large image of K-boosting is
comparable to that of 3V method. In Boosting method,
the result of human object detection of large image show
that there are zome falze detection inimage test. The falze
detection iz caused area of false detection in trmage has
sitnilatity features with human object. The experimnent
showrs that the proposed K-B oosting has a high acouracy
that is comparahle to 3VLI and a fast testing time that is
comparable to Boosting, therefore the proposed method
can be applied fora real time application.

The research can be extended to the Internet domain
to create a wisual web search engine. Besides that the
proposed method can be farther used in state of the art
surveillance systems and car driver assistance systems.
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