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Abstract: Keyword based Information Retrieval (TR) Systems fails when there is no exact matching. Hence, TR
Systemns more focused on user relevant mformation retrieval. In this study, researchers proposed a techmque
to improve the searching based on Fuzzy set similarity measure, domain knowledge representation and
semantics. In the proposed method, researchers extract candidate keywords from each document which reflects
the topic of the document and map them with a suitable domain knowledge classification system. The mapping

process associate a semantic weight to each keyword based on Latent Semantic Indexing (LSI) which reflects
the significance of each keyword in the document with respect to a domain. As a result of mapping process the

keywords along with their semantic weights are represented as XML document and they are clustered based
on similarity measure. The experiments shows that the proposed similarity measure yields better results when

compared with conventional sumilarity measure techmques.

Key words: Information retrieval, knowledge representation, fuzzy set, XML, ACM CR classification

INTRODUCTION

The main objective of Information Retrieval (IR)
System is to provide user relevant documents for a query.
Early IR techmques are keyword based and they do not
consider semantic relationship between keywords, hence
users often find difficult to express right keywords and
due to this there is low precision and recall. To improve
the searching process, domam or concept based IR
Systems are widely wsed (Haav and Lubi, 2001,
Kwasnik, 1999, Pan et af., 2011; Solvberg et al., 1992,
Yoon and Dankell, 2005). Domain knowledge can be
represented using Ontology or Taxonomy and they
have significant role in information retrieval process
(Dogac et al., 2002; Nagypl, 2005; Jan and Kostial, 2003).
The term ontology is wsed for complete domain
knowledge information mcluding object relationship and
property relationship. The term taxonomy is associated
with hierarchical class relationship. In thus study,
researchers have used knowledge representation based
on Teaxonomy namely ACM CR classification system
because the input documents considered deals with
computer science subject classification. Examples for such
documents are research articles, table of contents of a
book, etc.

In information retrieval system, one of the popular
methods of representing a document 1s Vector Space
Model (VSM) (Salton et al., 1975). But VSM doesn’t find

semantic relation between the terms. Hence, LSI based
document representation is used which discovers the
semantic relation. The challenging task in LSI 1s to reduce
the dimensionality of the matrix which can be done by
extracting only important keywords from the documents.
These keywords are used to identify the topic of the
document which can be given manually, for example,
researcher of research articles will mention the keywords
or by automatic extraction based on text analysis. In case
of books, keywords can be extracted from table of
contents, since they will describe the topic of the book in
a more precised manner. These set of extracted keywords
are arranged in a hierarchical relationship by mapping with
the domain knowledge classification system. In the
mapping process the degree of similarity between the
keyword and the concept in the taxonomy is computed
using LSI. This measure is called semantic weight and it
is used to represent each input document d as XML
document where each tag <t, w;> corresponds to ith term
and semantic weight of the document.

XML document similarity can be measured in terms
of structure and semantic which is addressed by many
researchers (Lewng ef af., 2003; Nierman and Jagadish,
2002; Tekli et al., 2009, Woosaeng, 2008). Jeong et al.
(2008) addresses the semantic similanity of XML
documents based on supervised classifier using neural
networks for limited mumber of samples. Both semantic
and structural similarity was discussed by Ghosh and
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Mitram (2008) however, the SVM (Support Vector
Machine) has to be tuned with optimal weights. Another
hybrid approach was discussed by Tekli et al. (2007)
which computes similarity based on element/attribute
labels not on element/attribute values. A fuzzy based
similarity measure was discussed by Ceravolo et al. (2004)
in which the semantic weight of the term is not
considered. Structure and content similarity using LSI was
discussed by Tran et al. (2008) in which all the terms in
XML document are considered and hence the
dimensionality of mput matrix 1s higher. In this study,
similarity between XMI. documents is computed based on
Fuzzy set similarity measure. The semantic weight
attribute present in XML document indicates the
significance of a term with respect to a domain topic.
Based on application this significance varies as high,
medium or low. The threshold value ¢ and P are fixed such
that the semantic weight less than ¢ is considered as low,
greater than P as high and in between are medium. Hence,
a fuzzy based approach ensures to retrieve user relevant
documents. Now to cluster XML documents different
methods were proposed by Dalamagas et al. (2006),
Damiani et al (2004), Gil-Garcia ef al. (2006) and
Guerrini et ol (2007) and researchers have used
agglomerative hierarchical clustering algorithm since, it
provides data at different levels. The experimental results
based on the proposed technique yields higher precision
and recall rate when compared with Tran ef al. (2008)’s.
The contributions n this study contain the followmg
steps:

*  Automatic identification of topic of the document in
XML format

«  Computing semantic similarity between XML
documents using Fuzzy set

*  Clustering XML documents based on similarity
measure

*  Searching the cluster of XML documents and
retrieving results

DOCUMENT REPRESENTATION USING XML

Since, XML documents are hierarchical in nature,
they are the best choice for representing a hierarchical
classification system (De Vries, 2004; Hoelzer et al., 2002;
Zhu et al., 2004). Consider an article written on the subject
Data Structures. The extracted keywords from this
document are Data Structures, Arrays, Lists, Graphs,
Hash table and Sorting. These keywords are mapped with
the ACM CR Classification System and a hierarchical
relationship among these keywords is created with a
classification number. The hierarchical tree and the
corresponding XML document are shown in Fig. 1 and 2,
respectively.
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Fig. 1: The subject content of an article on Data Structures

<F=>
<El=
<El.1/=
<H.1.3/>
<E1.4/=
</El>
<E2=
<E2.3/>
</E2>
<E5>
<E5.4/>
</E5>
<E>

Fig. 2: XML document representing the article on Data
Structures using ACM CR classification

AUTOMATIC IDENTIFICATION OF

SUBJECT OF THE DOCUMENT
A clessification system 18 used to associate
information with a set of predefined concepts. Examples
of popular classification system are ACM Computing
Classification System, Mathematics Subject Classification
(MSC), Physics and Astronomy Classification Scheme,
Tournal of Economic Literature Classification System, etc.
Automatic identification of topic of a document is a key
1ssue in information retrieval. Once the mformation is
organized, the retrieval process can be done effectively.
The process of mapping topics of the document with the
classification system is shown in Fig. 3.

The mput text document can be any research article,
books or any other electronic resources of a particular
domain. Here , ACM CR classification is considered which
deals with computer science domain.

The extraction phase involves identifying important
keywords. Tn a research article the keywords given by the
researchers is considered because they describe the topic
of the article in a precised manner. Similarly, the table of
contents in a book defines the topic of a book more
elaborately than the title. In tlus phase, these keywords

are extracted.
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Fig. 3: Automatic topic identification

In stemming phase, key words are stemmed which we
got n extraction phase using Porter Stemming algorithm.
Each keyword can be combination of words and each
word is stemmed. If the keyword is Data Structures and
Algorithms, the stemmed output 1s: Data Structure
Algorithm.

In semantic mappmg phase, the stemmed keyword
is considered as query and this is mapped with the

taxonomy classification. In case of exact match

researchers associate a semantic weight 1. In case of
partial map we use LSI to associate the semantic weight
which 15 m between 0-1. The algorithm for mapping
process is shown in Algorithm 1.

Algorithm 1 (Semantic mapping phase):
Tnput: keyword K containing Stemmed words wy, wy...,W,.
Hierarchical classification document T

Step 1: // Exact match //
If (wy"w,.. . w;,) foundin D then
weight-1.0
return (classification code, weight)
exit function
else
goto step 2
endif
Step 2: // Partial match. Possibility of more than
one match //
g-rminirmum mumber of words to be present
k-0
while (not end of file D) do
If (any combination of words w;,ws)
(g==icmw
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found in D) then
match[k]~classification hierarchy
element
k -k +1;
endif
endwhile
it (k = 0) //No partial match// relum(talse)
endif
=0
for each match[j] (1<=j <k)
sim[r] -compute L3I between K
and matchl[j]
rer+1;
endfor
weight -max(sim[r])
classification code-match[j]
where j is max { sim[m] }, O<
msr
retim (classification code, weight)
exit function

To explain the algorithm, consider the following
example. Suppose we want to map Data Structures and
Algorithms.

Thus 1s stemmed and we get the following keywords
K = Data, Structures, Algorithms. Exact match searching
15 done for the Keyword K (1.e.) presence of all these
words in the hierarchical classification Document D,
namely ACM CR classification. Since, there 1s no exact
match, searching for any of these words with a condition
of presence of at least two words which results m the
following partial matches:

»  Data Structures

»  Distributed Data Structures

»  Representation Data Structures And Transforms
*  Graphics Data Structures And Data Types

Now LSI similarity of the keyword K with each of the
above partial strings 1s computed and the string with
maximum similarity value 1s chosen (1.e.) the string Data
Structures. Researchers associate this semantic weight
with the corresponding classification code namely E1. The
computation of LSI similarity value 1s shown.

Step 1: Stem the query string and partial matches are
represented as (stop words are 1ignored):

s Data Structures Algorithms

All partial matches are considered as documents:
»  dl: Data Structures

»  d2: Distributed Data Structures

¢ d3: Representation Data Structures Transforms
»  d4: Graphics Data Structures Data Types

Now the term document query matrix (T) is computed
based on term weights and the same 1s shown in Table 1.
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Table 1: Tenm document and query matrix T

Terms dl d2 d3 & Query g
Data 1 1 1 2 1
Structures 1 1 1 1 1
Algorithms 0 0 0 0 1
Distributed 0 1 0 0 0
Representation 0 0 1 0 0
Transforms 0 0 1 0 0
Graphics 0 0 0 1 0
Tvpes Q Q Q 1 Q

Step 2: The term document matrix T 1s decomposed as
follows:
T=UsV’

Step 3: The coordinates of document vectors of each
document d1, d2, d3 and d4 are found from the matrix V.
Matrix V actually holds the eigenvector values.

Step 4: The new query vector coordinates 1s found using
the equation:

q= qTU 2

where, U, and S, are reduced 2-dimensional space
vectors.

Step 5: The similarity between each document and the
query 1s computed by the equation:

(q.d)
(ql 14D

Sim (q,d)=

Similarity values for the above example computed
using Eq. 1 are:

¢  Sim[l]=sim (g, dl)=1

*  Sim [2] = sim (g, d2) = 0.8166
¢ Sim [3] = sum (g, d3) = 0.3209
*  Sim [4] = sim (g, d4) = 0.3742

The maximum similarity value is 1 which corresponds
to the match Data Structures. The similarity value 1s taken
as semantic weight. The candidate keyword is the pair
<Data Structures, 1.0>.

In XML document generation phase the
corresponding XML document 1s generated based on the
semantic mapping. Every key word is mapped and the
corresponding classification code 15 taken as XML
element and the corresponding semantic weight is
considered as the attribute. For the above example the
classification code for data structures is El1 and the weight
15 1.0. This 1s done for all extracted keywords.

For example if the keywords extracted from the
document are Data Structures, Arrays and Trees then the
corresponding XMI. document is shown in Fig. 4.
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<root=
<E1 weight = “1.0">
<E1.1 weight = “1.07/>
<E1.7 weight =“1.0"/>
</El=
</root>

Fig. 4: XML document with semantic weight

COMPUTING SEMANTIC SIMILARITY
BETWEEN XML DOCUMENTS

Once input documents are represented in XML form,
the similarity between XML documents are computed
based on fuzzy set. The computation process 1s explained
with the following example. Document 1 with the following
key words:

+  Communication network
»  Network architecture and design
»  Distributed network

Document 2 with the following key words:

s Network analysis and design
*»  Network commumcation
»  Distributed network management

The corresponding XML documents are generated
shown m Fig. 5. Now each XML document is
represented as fuzzy set with semantic weight as
membership function.

The definition of fuzzy set representing XML
document and the membership function is defined as
follows.

Definition 1 (XML document fuzzy set): An XML
document fuzzy set 1s defined as A = {t,t, ... t}
that 18 represented by set of ordered pairs {(t;, p.(t)),
(t, Wa(t)), . (t, wa(t )} where, n, is the membership
function of the set A which assigns to each element x a
real number p (X) m the interval [0, 1] where the value of
p(X) represents the grade of membership of x in the
fuzzy setand and t,, t,, ..., t, are the document terms which
represent XML document.

Definition 2 (membership function p): The membership
function for matching keyword is defined as:

0 ifw<a
piw; o fi=w o <w<f
1 wzp
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<root=
<¢2 weight = 1.0
<c21 weight = 1.0>
<¢214 weight = 1.0/>
</c21>
</c2>
</root>
<root=
<¢2 weight = 71.0”>
<¢21 weight = 70.807>
<¢214 weight ="1.0" />
</c21>
<fc2>
<froot>

Fig. 5: XML representation of documents 1 and 2

where, w 1s the semantic weight and ¢ and P are threshold
values which can be set based on applications. Based on
(2) with ¢ = 0.10 and p = 0.90, document 1 and 2 shown in
Fig. 518 represented as:

A = {(c2,1.0),(c21,1.0),(c214,1.0)}
B = {(¢2,1.0),(c21,0.80),(c214,1.0}

The fuzzy similarity measure between A and B is
glven as:
Sim(A, B) = min (u, (8, e ()
max (U, (1, ks (D)

Using (3) the similarity between the fuzzy sets A and
B is computed as:

+
1+0.80+1 _ 280 _ o,

Sim (A, B) =
1+1+1 3
Thus, a high similarity value between documents A
and B is retuned even though the keywords are not
exactly same.

CLUSTERING XML DOCUMENTS BASED
ON SIMILARITY MEASURE AND
RETRIEVAL OF RESULTS

Based on the similarity measure explained above
document similarity matrix is constructed and it is used for
clustering. Agglomerative hierarchical clustering with
complete linkage is used because it groups clusters at
different levels.

In order to improve the efficiency of searching
process an index file is associated with every cluster and
this ndex file contains all parent element of classification
code in the corresponding cluster. For example if the
classification code 13 E112 then the parent element E with
cluster id is stored.

The user query is mapped with the hierarchical
classification document. The mapping process 1s same as
explained above and the corresponding classification
code 13 retumed and the same code is searched in the
index file and the corresponding documents within the
clusters are returned.

EXPERTMENTAL RESULTS

To compare the XML document similarity algorithm
with Tran et al. (2008) approach, researchers considered
three real time data sets from InfoVis, DBLP and SIGMOD.
InfoVis-2004 is a contest conducted in the field of
information visualization (Fekete ef al., 2004) the dataset
contains complete metadata for all the study of 8 years
(1995 to 2002) of InfoVis Conference and their references.
DBLP stands for Digital Bibliography Library Project and
the DBLP server provides bibliographic mformation on
major computer science journals and proceedings. A
SIGMOD record is an index of articles from ACM
SIGMOD. Table 2 presents the detailed information about
the datasets.

In order to analyze the performance of the proposed
method, experiment is conducted by varying the
parameters of the membership function ¢ and p with three
set of values from {{0.1,0.9%, {0.2, 0.8}, {0.3, 0.7}}. Also
for each set of & and P the algorithm is executed about 10
runs. For analyzing the clustering performance, the terms
True Positives (TP), True Negatives (TN), False Positives
(FP) and False Negatives (FIN) are used to calculate the
Precision and Recall measures as defined:

.. TF
Precision= ———
TP+ FP
Recall = L
TP+ FN

Figure 6-8 depict the results received from each
datasets. The approach yields high precision and recall
when compared to Tien Tran approach.

From Fig. 9 for the datasets InfoVis and DBLP, the
parameters « and [ with the values {0.2, 0.8} yields better
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precision and recall values where as for SIGMOD dataset
the highest precision and recall values are obtained with
{0.1, 0.9} for ¢ and p. The experimental results for InfoVis
dataset is shown in Table 3.

Library Books Search System: Researchers have
developed an application to search library books based

088 —¢ Fuzzy (0.3/0.7) & Fuzzy (0.1/0.9)
0.86- = Fuzzy (0.2/0.8) -# Tien tran

on the proposed method. Library books are normally
searched by researchers name, book title and publisher.

But more details about the subject of the book are
available m table of contents of the book. A research
similar to the approach was done by Murty and Jain
(1995) in which classification code is considered as string
and it is very difficult to generate and manipulate. Also
the above methed manually created the table of contents
document and the partial mapping is ighored.

To evaluate the proposed technique in Library Books

g g:g Search System, table of contents from 38 books namely
HO0.80 Data Structures (12), Operating systems (7), Computer
,E g;g Networks (9) and Software Engineering (10) are collected.
0.74 To retrieve user relevant query average overall precision
0.72
0'700:1 0:2 0:3 0: 4 0:5 016 0'_7 OI.S 0'_9 1'_0 Table 2: Dataset used for d\j)cument similarity measures :
Recall Datasets No. of articles No. of key words/article extracted
InfoVis 4240 5-15
DBLP 3104 4-8
Fig. 6: Precision vs. recall for InfoVis dataset SIGMOD 6150 4-8
Table 3: Performance measures for the infovis dataset
Alpha BReta TP FP TN FN PR REC ACC FM
Fuzzy approach
0.3 0.7 0.8064 0.1671 0.7509 0.1542 0.8284 0.8394 0.8290 0.8339
0.8069 0.1695 0.7652 0.1560 0.8264 0.8380 0.8285 0.8322
0.8092 0.1708 0.7669 0.1571 0.8257 0.8374 0.8278 0.8315
0.8194 0.1726 0.7713 0.1597 0.8260 0.8369 0.8272 0.8314
0.8238 0.1728 0.7747 0.1608 0.8266 0.8367 0.8274 0.8316
0.8325 0.1730 0.7772 0.2022 0.8279 0.8046 0.8110 0.8161
0.8374 0.1801 0.7790 0.2182 0.8230 0.7933 0.8023 0.8079
0.8552 0.1971 0.7791 0.2222 0.8127 0.7937 0.7958 0.8031
0.8554 0.1971 0.7864 0.2318 0.8127 0.7868 0.7929 0.7996
0.8885 0.2344 0.8674 0.2318 0.7912 0.7931 0.7902 0.7922
0.2 0.8 0.9359 0.1909 0.8659 0.1633 0.8306 0.8514 0.8357 0.8409
0.9390 0.2095 0.8744 0.1673 0.8176 0.8487 0.8279 0.8329
0.9412 0.1762 0.9050 0.1891 0.8423 0.8327 0.8348 0.8375
0.9419 0.2103 0.9100 0.2331 0.8175 0.8016 0.8068 0.8005
0.9509 0.2211 0.9135 0.2303 0.8113 0.8050 0.8051 0.8082
0.9531 0.1722 0.9206 0.1560 0.8470 0.8593 0.8509 0.8531
0.9590 0.1617 0.9237 0.1899 0.8557 0.8347 0.8426 0.8451
0.9647 0.1797 0.9239 0.2027 0.8430 0.8264 0.8316 0.8346
0.9900 0.1819 0.9321 0.1917 0.8448 0.8378 0.8373 0.8413
0.9919 0.1924 0.9424 0.2157 0.8375 0.8214 0.8258 0.8294
0.1 0.9 0.8634 0.1936 0.7868 0.1650 0.8169 0.83%6 0.8215 0.8281
0.8681 0.1811 0.7980 0.2160 0.8274 0.8008 0.8075 0.8139
0.8763 0.2423 0.8020 0.2019 0.7834 0.8128 0.7907 0.7978
0.8877 0.1930 0.8028 0.2473 0.8214 0.7821 0.7934 0.8013
0.8891 0.1685 0.8202 0.2149 0.8407 0.8053 0.8168 0.8226
0.8980 0.2405 0.8300 0.2300 0.7888 0.7961 0.7860 0.7924
0.8997 0.2480 0.8304 0.1954 0.7839 0.8216 0.7960 0.8023
0.9171 0.1939 0.8363 0.1932 0.8255 0.8260 0.8191 0.8257
0.9293 0.1611 0.8526 0.2325 0.8522 0.7999 0.8191 0.8252
0.9310 0.1758 0.8600 0.1583 0.8412 0.8546 0.8428 0.8478
Tien Tran approach 0.7629 0.2047 0.6024 0.1607 0.7885 0.8260 0.7889 0.8068
0.6071 0.1796 0.6108 0.2154 0.7717 0.7382 0.7551 0.7545
0.6195 0.2245 0.6152 0.1994 0.7340 0.7565 0.7444 0.7451
0.6254 0.1689 0.6156 0.2279 0.7874 0.7329 0.7577 0.7592
0.6284 0.2187 0.6168 0.2215 0.7418 0.7394 0.7388 0.7406
0.6315 0.1684 0.6260 0.2404 0.7895 0.7243 0.7547 0.7555
0.6342 0.1868 0.6305 0.2391 0.7724 0.7262 0.7481 0.7486
0.6557 0.2126 0.6324 0.1834 0.7552 0.7814 0.7649 0.7681
0.6784 0.2280 0.6331 0.2199 0.7484 0.7552 0.7454 0.7518
0.6844 0.1581 0.6458 0.1698 0.8123 0.8012 0.8022 0.8067
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0.88 = Fuzzy (0.3/0.7) =~ Fuzzy (0.1/09)
ggg —=— Fuzzy (0.2/0.8) —e— Tien Tran
g 0.82
2 080
E 0.78
076
0.74
an
01 02 03 04 05 06 07 08 09 10
Recall

Fig. 7: Precision vs. recall for DBLP dataset

0.887 -+~ Fuzzy (0.3/0.7) =& Fuzzy (0.1/0.9)
g-gg -8 Fuzzy (0.2/0.8) 8- Tien Tran
E om2
g 0.80
E 0.78
0.76
0.74
0.72
0.70I T T ¥ 1 T T L) T 1
01 02 03 04 05 06 07 08 09 1.0
Recall

Fig. 8: Precision vs. recall for SIGMOD dataset

- Keyword approach
-¢- Fuzzy approach

T,

1.0
0.91
0.8
0.7
0.6+
0.5
0.4 1
0.3 4
0.2 1
0.1
0.0 T T T T T T T Y 1

Precision

Fig. 9: Precision vs. recall analysis between fuzzy and
keyword approach

value is calculated by supplying 94 queries. Comparison
with traditional keyword based search 1s shown in Fig. 9.

CONCLUSION

In this study, researchers propose a method for
retrieving user relevant documents based on domain
knowledge, Semantics and Fuzzy set. The experimental
result shows an improved information retrieval when
compared with other exisiting approaches. In future
extension, researchers are planmng to test the system in
large data set, namely, research corpus which are in Bibtex
record format. Also, a hybrid method of representing
knowledge in ontology and taxonomy will be considered,
so that the accuracy of precision and recall will be further
improved.
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