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Abstract: The success of a good facial expression recognition system depends on the facial feature descriptor.
This study presents a unique local facial feature descriptor, the Local Arc Pattern (LAP) for facial expression
recognition. Feature is obtained from a local 5x5 pixels region by comparing the gray color intensity values

surrounding the referenced pixel to formulate two separate binary patterns for the referenced pixel. Each face
18 divided into equal sized blocks and histograms of LAP codes from those blocks are concatenated to build

the feature vector for classification. The recognition performance of proposed method was evaluated on popular

Japanese Female facial expression dataset using support vector machine as the classifier. Extensive experiumental

results with prototype expressions show that proposed feature descriptor outperforms several popular existing
appearance-based feature descriptors in terms of classification accuracy.

Key words: Facial expression recogmtion, image processing, local feature extraction, pattern recognition,

TAFFE, computer vision

INTRODUCTION

Facial expression 1s the natural and immediate means
of humean interaction. According to Mehrabian (1968),
facial expression is more meaningful than only verbal
commmunication. Due to this reason, 1t catches the
researchers’ eye to build accurate and automatic facial
expression recoghition system. Many real life applications
like human-computer-interaction, video indexing, driver
state identification, pain assessment, patient condition
observation, lie detection, ete., demand more research for
fast and accurate expression recognition systems. Some
applications demand high accuracy and some demand
real-ime recogmtion. A facial expression recognition
system works i four phases. Detecting the face,
extracting features related to facial expression from the
face building a model for facial expression classification
based on the extracted features and recognizing test
umages using the model. The vital part of a good facial
expression recognition system is the second phase or
feature extraction.

Mainly two types of facial feature extraction
approaches are found (Tian ez al, 2003): geometric-based
approach that uses position, distance, angle and
other relations between the facial components and
appearance-based approach that uses texture or color
combinations from the full or part of the image. Both the
methods are equally popular in this field of research. In

the geometric-based methods, it is necessary to find the
exact location of the facial components (Shan ef af., 2005,
2009). Most of the earlier researches on geometric-based
methods were based on Facial Action Coding System
where facial expressions were coded using one more
Action Units (Ekman and Friesen, 1978). AUs were based
on one more facial muscle movements. Kotsia and Pitas
(2007) manually placed some of the Candide grid nodes to
the face landmarks to create facial wire frame model for
facial expressions and used a Support Vector Machine
(SVM) for classification. Valstar et al (2005) and
Valstar and Pantic (2006) used some fiducial points on
the face to create geometric features and claimed that
geometric approaches are better in feature extraction
than appearance-based approaches. Zhang and Ii
(2005) proposed IR illumination camera for facial
feature detection and tracking. To recognize the facial
expressions they used Dynamic Bayesian Networks
(DBNs). They marked facial expressions by detecting
26 facial features around the regions of eves, nose and
mouth (Fig. 1).

Besides geometric-based methods using AUs some
local appearance-based feature representations were also
proposed. The local features are much easier for extraction
than those of AUs. Ahonen e al. (2006) proposed a new
facial representation strategy for still images based on
Local Binary Pattemn (LBP). In this method, the LBP
value at the referenced center pixel of a MxM pixel region
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Fig. 1: Local pixels notation to formulate three different feature pattemns for a single pixel, e.g., “C”: a) Facial image; b)
Local 5x5 pixels region; ¢) Pixels used for Pattern-1,; d) Pixels used for Pattern-2

Pattern-1 (4-bit pattern)
A

" Bit-l Bit-2 Bit-3 Bit-4
{1, ifal>a5 | 1, ifa2>a6 {1, ifa3>a7 {1, if a4>a8
0,ifal<a5 | 0,ifa2<a6 ||0,ifa3<a7 | l0,ifad4<a8
(a)
Pattern-2 (8-bit pattern)

" Bit-1 Bit-2 Bit-3 Bit-4 Bit-5 Bit-6 Bit-7 Bits

{l, if b1>b5 {1, if b2>b6 {], if b3>b7 {l, ifb4>b8 | (1,if cI>c5 {l, if ¢2>c6 {l, if ¢3>¢7 {1, if c4>c8

0, if b1<b5 |10, ifb2<b6 | |0, if b3<b7 | |0, if b4< b8 {O, ifcl<c5 [10,ifc2<c6 | 10, if c3<c7 | 10, if c4<c8

)
Fig. 2: Pattern formulation; a) 4-bit binary pattern and b) 8-bit binary pattern
is computed by thresholding the neighboring pixels gray (@) (b)
- - : : 20]67]67 89 6s|[0[ 1] 1]1]0 0110 =6
color intensity value with the value of the center pixel as
34 43 1] P2501110100 =180
follows:
. 0 x<0 so 8218 |G 21 o]
LBP=Y 27'f{g(i)-C); Where,f(x) = 34| 78 | 78 [l 20 0
,Z‘ (efi)=c) (x) {1 x20 8847 [36 |46 [ 65
@ Fig. 3: Example of obtaining LAP value: a) 5x5 pixels local
Where: . . .
) ) ) region; b) LAP representation of pixel 18
Candg (1) = The gray color intensity value of the center
pixel and ith nelghbormg pl.xel, Tespectively problems and weaknesses mentioned above. Tt considers

N = The number of neighbors, 1.e., 8 or 16

The T.BP was first proposed by Ojala et al. (1996). He
used 1t for texture analysis and got a very good results.
Since, then it was used in many researches m many areas.
Another popular holistic and appearance-based feature
extraction method was Gabor Filter, named after Denrus
Gabor. Facial future representations using Gabor filter 15
time and memory intensive (Bartlett et al., 2005).
Lajevardi and Hussamn (2012) solved some limitations
of Gabor Filter usmng log-Gabor filter but the
dimensionality of resulting feature vector was still high.
Local Phase quantization (LPQ) was proposed by
Ojansivu and Heildeila (2008) but like Gabor Filter, it was
also very time and memory expensive. Ahsan et al. (2013)
proposed a new feature extraction method from a local 5x5
pixels region and achieved very high accuracy but the
cost of their method was very high.

Keeping all these sensitive issues in mind, this
research presents a new feature extraction techmque LAP
(Local Arc Pattern) which overcomes almost all those cost
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local 5%5 pixel region to compute two separate patterns
which together represents the local pattern at the center
pixel. Unlike LTP+Gabor Filter proposed by Ahsan et al.
(2013), it considers almost all the gray color intensity
values of pixels in 5x5 pixel region. The local pattern at a
pixel identifies the changes in the gray color intensities of
its neighboring in all possible directions (Fig. 2).

LOCAL ARC PATTERN

Methodology: A 5x5 pixels local region is used to
calculate LAP pattern for the center pixel of the region, C
(Fig. 2). The gray color intensity values of al, a2, a3, a4,
bl, b2, b3, b4, c¢l, ¢2, ¢3 and ¢4 are used to formulate the
LAP binary pattern. LAP pattern consists of one 4-bit
binary pattern and one 8-bit binary pattern (Fig. 3), say
Pattern-1 (P1) and Pattern-2 (P2). P1 is computed using the
gray color intensity values of al, a2, a3, a4, a5, a6, a7 and
a& and P2 is computed using the gray color intensity
values of bl, b2, b3, b4, b5, b6, b7, b8, ¢l, ¢2, ¢3, ¢4, ¢3, ¢b,
¢7 and ¢8 (Fig. 2).
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Fig. 4: Facial feature extraction

P1 can have at most 2' = 16 bit combinations and P2
can have at most 2° = 256 bit combinations. For each
combination, a bm 1s created to count the rumber of
occurrences of the combination within a given block.
Sixteen bins for P1 and 256 bins for P2 are concatenated
to build the LAP histogram for a block.

Therefore, the feature vector length for the proposed
method 1s 16+256 (272) per block. A detailed example of
obtaining L.AP patterns from a 55 pixels region in shown
mn Fig. 4. Once histograms of all blocks i an image have
been computed they are concatenated to form a final
feature vector of the mmage (Fig. 4).

Feature dimensionality reduction using variance: For the
LAP representation, feature vector dimension 1s 272 per
block before feature selection. Not all the features in this
feature vector are necessary for the classification if they
can not quite differentiate faces of different facial
expression classes.

The features having lugher variances values would
have higher power to differentiate faces of different facial
expression classes than ones with lower varaince values.
So, variance values of the features can be used as
indicators for feature selection. The variance value for
each feature t of the feature vector can be calculated
using Eq. 2:

z

M
VAR = D (el o) @
Where:
¢, = The value of the feature t of the jth tramung
sample
Hy = The mean value of the feature t
N = The number of total training samples

The features are then sorted in descending order
according to their variance values. The top M features
with the ughest variances values are then selected as
the most contributing features to be used for the
classification.
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Feature histogram
for the whole face (H)

Expression classifier: For differentiating  facial
expression, the researchers used several classification
techniques. Shan ef al. (2005) did a comparative analysis
on four machine learning techniques, namely Template
Matching, Linear Discriminant Analysis (LDA), Linear
Programming and Support Vector Machine. He showed
that SVM was the best i terms of classification accuracy.
In this study, SVM 1s adopted as the classifier for facial

expression.
EXPERIMENTS AND RESULT

In general, six or seven type of facial expressions are
used to evaluate the facial expression recognition system
(Shan et al., 2005). The performance of the proposed local
descriptor was evaluated on the well-known Japanese
Female Facial Expression (JAFFE) Dataset (Lyons ef af.,
1997). The dataset contains 213 images of 7 facial
expressions (6 basic facial expressionst+1 neutral) posed
by 10 Japanese female models. The images in the dataset
were taken at the Psychology Department in Kyushu
University. An unpublished matlab code fdlibmex was
used to detect the face from an image and re-dimension it
to 99x99 pixels as a part of preprocessing. The image was
then divided mto 9x9 blocks. Each contams 11x11 pixels.
No further alignment or no attempt was made to remove
illumination changes. Linear, polynomial and Radial Basis
Function (RBF) kernels were used in LIBSVM to classify
the testing images. A ten fold none overlapping cross
validation was performed. The 90% of the images from
each expression were used for training LIBSVM. The
remaining 10% of the images were used for testing. For
each fold, different 10% of the images were chosen for
testing and it 1s user-dependent. Ten rounds of traming
and testing were performed and the average confusion
matrix for proposed method was reported. The kernel
parameters for the classifier were set to: s = 0 for SVM
type C-Sve, t = 0/1/2 for linear, polynomial and RBF kernel,
respectively, ¢ = 100 is the cost of the SVM, g = 1/(length
of feature vector dimension), b = 1 is for probability
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Table 1: Confilsion matrix for LAP, classification accuracy achieved 94.41%%

Actual
c Angry Disgust Fear  Happy Neutral Sad  Surprise
Prediction
Angry 1000 00.0  00.0 00.0 000.0  00.0 00.0

Disgust 000.0 93.1 06.9 00.0 0000  00.0 00.0
Fear 000.0 03.1 8.4 00.0 0031 063 031

Happy 000.0 000  00.0 96.8 000.0 032 000
Neutral 000.0 000  00.0 00.0 100.0  00.0 00.0
Sad 003.2 000 065 03.2 000.0 871 000
Surprise 0000 000 00.0 03.3 000.0  00.0 967
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Number of features selected with top most variances

Fig. 5 Number of features selected with top most

variances vs. Corresponding  Classification

Accuracy (%)

estimation. This setting of LIBSVM was found to be
suitable for JAFFE dataset with seven classes of data.
The RBF kemel normally achieves slightly better
recognition accuracy than linear or polynomial kernels
(Chang and Lin, 2011). However, the experiments achieved
better accuracy using polynomial kernel. The accuracies
achieved using linear, polynomial and RBF kernel are
94.11, 94.41 and 93.96%, respectively. No fine-tuning of
the C and g parameter had been performed. Further tuning
may increase the RBF kermnel performance substantially.

Figure 5 shows the plot between accuracy rate and
the number of the top most contributing features selected
for the classification. It is found that the number of
selected features at 700 gives the lughest accuracy of
94.41%. Therefore, these 700 features are used to build
the classification model and to validate the test images.

To get a better picture of the experimental results of
individual facial expression types, the confusion matrix of
7-class expression recogmtion 1s given in Table 1. The
results are compared with those of some earlier researches
on JAFFE dataset (Table 2). All of earlier researches the
are based on appearance methods. The feature extraction
running time of all the methods can not be directly
comparable due to different experimental setup and
execution environments.

Table 2: Comparison of classification accuracy of LAPHLIBSVM with
some other systems on JAFFE dataset (NN: Neural Network,
LDA: Local Discriminant Analy sis)

Classification

Researchers Methods Classifier accuracy (%)
Proposed LAP Multi class 94.41
SVM (Poly)
Subramanian et af. (2012) LBP VM 88.09
Lyons et af. (1999)* Gabor Filter  LDA-based 92.00
classification
Zhang et al. (1998) Gabor Filter NN 90.10
Guo and Dyer (2003) Gabor Filter  Linear
Programming 91.00
*Used a subset of the dataset
Table 3: Accuarcy and Feature Extraction Time Comparisons
LAP
Diameter (Proposed) LBP LBPy;
Classification accuracy 94.41% a1.14%% 90.12%
Feature dimension 700 20736 4779
Feature extraction time 0.035 sec 0.068 sec 0.065 sec

Experiments were also performed on TAFFE dataset
using other well known local feature methods, i.e., LBP,
LBU,,. Table 3 compares the feature dimension feature
extraction time and accuracy achieved from using the LAP
and the other methods as the feature representations. It
can be seen from the experimental results that the LAP
outperforms the other methods on both accuracy and
feature extraction time.

CONCLUSION

A novel feature representation for facial expression
recognition is proposed in this study. Facial feature
pattern at a pixel is extracted from pixels gray color
intensity values of its neighboring pixels in 5x5 pixels
region. To reduce the dimension of the feature vector,
features are then selected based on thewr variance
values. The experiments, conducted on JTAFFE dataset,
demonstrate the superiority of the proposed method over
several other appearance-based methods. The proposed
method successfully classifies nearly 95% of facial
expressions accurately. Extensive experiments illustrate
that the proposed method is more effective and takes less
extraction time for facial expression recognition than the
others. Future works include working with motion pictures
where face registration is necessary.
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