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Abstract: Research on privacy preserving data mining focus on protecting the sensitive data by transforming
the data set and also allow using the data for mining purpose. These techniques help to maintain the accuracy
of the results as that of original data set. In the proposed research the data set transformation for protecting
the sensitive data 1s done using the fuzzy member functions. We use various fuzzy member functions such as
tnangular member function, trapezoidal member function and sigmoid member function to convert the original
dataset into perturbed dataset. The accuracy of our research is evaluated by comparing the original data set
and perturbed data set on applying to various classification algorithms. The results show that it conserves

privacy of sensitive data and also produce valid results.
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INTRODUCTION

Rapid growth m Information technologies makes
information access easier among various organizations.
The information available may contain sensitive
information about the mdividuals which has to be
protected when collaboration mming 1s done. Thus leads
to an area of research called privacy preserving data
mining. Privacy preserving techniques falls in to three
main categories they are randomization, anonymization
and cryptographic techmques. The first technique
randomization uses the value distortion method which
draw a random value from some distribution 1s added to
the origmnal value. The reconstruction method 1s used to
calculate the distribution of the original data values
(Agrawal and Aggarwal, 2001). The second technique
makes  the
indistinguishable among a group of records. Various
solutions has been proposed using anonymization
techniques like k-anonymity, 1-diversity and t-closeness
(Li et al., 2007; Sweeney, 2002). The third cryptographic
technique 13 an encryption based approach uses the
concept of secure multiparty computation (Lindell and
Pinkas, 2000, 2009).

In our reseasrc we use fuzzy logic as a privacy

anonymization individual  record

preserving technique. Fuzzy logic i1s a range-to-pomt
control. The outputs of fuzzy control are derived from
fuzzification of input values. A crisp input value will be

converted into different fuzzy value using member
finctions called fuzafication (Bai and Wang, 2006).

Literature review: Classification is a data mming model
and its goal 1s to accurately predict the target class for the
given data. Many privacy preserving techmques has
been derived for classification. Liu et al. (2008) discussed
about the applicability of perturbation based privacy
preserving data mining for real-world data. Random
response technique to handle multiple attributes to
conduct privacy preserving classification was proposed
by Du and Zhan (2003) and Wang et al. (2005) proposed
a secure data integration of multiple databases for
classification analysis which satisfy the k-anonymity
requirement. 3VD-based perturbation method for privacy
preserving classification was proposed by Li and Wang,
(2012). Fuzzy C-Means logic based perturbation was used
for privacy preserving clustering (Cano ef al, 2010,
Kumar et al., 2011).

MATERIALS AND METHODS

The first step in the proposed work is to preprocess
the data set. We apply the Z-score normalization
technique to preprocess the data set. The technique
normalizes the aftribute values for a specified range. Tt
converts the data into normal distribution with mean = 0
and variance = 1. The formula of z-score is:
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Next, we 1dentified the sensitive attributes from the data
set and applied various fuzzy member functions to the
data set which results in transformed data set which
perturbs the sensitive data in the original data set.

In our research we used various fuzzy member
functions like triangular, trapezoid and sigmoid member
functions to the original dataset for transformation which
helps in preserving the sensitive numeric data. Triangular
member function 15 defined by limit a, an upper limit ¢ and
a value b where a<b<c:

0x <a
7aa£x <b
Triangle(x :a,b,¢)= b-a
CiXbeSc
c—b
O0x>c

Trapezoidal member function 1s
parameters {a, b, ¢, d} as follows:

defined by four

0 Xx<a
x-a a<x<hb
b-a
Trapezoid(x:a,b,c,d): 1 b<x<¢
d-x c=x=d
d-c
0 x>d

Sigmoid member function is defined by two parameters
{a,ct as follows:

. 1
Sig(x:a,c) e (x=c)
Where ¢ 1s the center of the function and a control the
slope. After applymg the fuzzy member functions the
original data set is converted into perturbed dataset.
Finally we tried to evaluate the accuracy of the perturbed
data set as that of original data set by checking the result
based on classification accuracy. We build wvarious
classification models like naive-bayes and K-NN on both
original and perturbed data set.

RESULTS AND DISCUSSION

To evaluate the accuracy of owr transformation
technique we used the UCI data set extracted from Pina

Table 1: Classification accuracy on original and perturbed datasets

Classifier Accuracy (%)
Naive bayes on original data set 75.52
Maive bayes on triangle FMF perturbed data set 74.08
Naive bayes on trapezoid FMF perturbed data set 74.87
Naive bayes on sigmoid FMF perturbed data set 75.51
K-NN on original data set 68.24
K-NN on triangle FMF perturbed data set 67.71
K-NN on trapezoid FMF perturbed data set 67.71
K-NN on sigmoid FMF perturbed data set 66.15
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Fig. 1: Naive bayes classifier accuracy on original and
perturbed dataset

68.24% 67.71% 67.71% 66.15%

WEN|

;‘7\%

W Accuracy

Fig. 2. K-NN classifier accuracy (%) on original and
perturbed dataset

Indians diabetes database. The diabetes data set has 768
instances which has eight continuous attributes and a
class label. We apply the fuzzy member functions to the
sensitive attribute of the diabetes data set. Then we apply
the classification models like Naive Bayes and K-NN on
both original and perturbed data set. Cross-validation 1s
evaluated in order to estimate the statistical performance
of a learning data set. Tt is mainly used to estimate how
accurately a model will perform in practice. The
classification accuracy 1s depicted in Table 1. It shows
that accuracy of data mining results is preserved in
transformation data sets.

Performance criteria are determined m order to fit the
learning task type. Criteria like accuracy, precision and
recall are determined for classification tasks. Figure 1 and
2 shows the classification accuracy on both classifier
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Fig. 3: Class precision (predicted tested-positive)
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Fig. 4: Class precision (predicted as tested-negative)
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Fig. 5: Class recall (prediction tested-positive)
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Fig. 6: Class recall (prediction tested-negative)

Naves Bayes and K-NN. The dataset contains 768
examples with 8 dimensions and a class label with values
as tested-positive and tested-negative. Class precision
and recall percentage are shown from Fig. 3-6.

CONCLUSION

In the proposed research we have implemented fuzzy
member functions as a transformation technique for
preserving the sensitive attributes. The mteresting results
show that accuracy of mimng result 1s mamtained in the
transformation data set as that of original data set. Naive
Bayes and K-NN classification model was implemented
using Rapid miner tool for diabetes data set. We measure
the performance of our methodology using various
performance criteria like accuracy, class precision and
recall.
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