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Abstract: Traditional video processing methodology congsists in transforming an original video in a processed
video, using a well-known transformation function. This function 1s coded into the application. Our goal 1s to
make a system able to perform image processing tasks without knowing the transformation function as
traditional methods. We have used Artificial Neural Networks-ANN (Hebbian learning rule) in order to
achieve this goal that is easy and flexible. The main advantage of this approach is that we haven’t used
predefined algorithmic functions, but video visual features learning. However, in the proposed method each
frame is processed independently from the others. This studies goal is to show the viability and usability of
Neural Network traimng, m creating “adaptive mtelligent filters”, using Hebbian learning rule. The comparison
between the proposed technique and the temporally average filter is included.
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INTRODUCTION

One aspect of video processing that makes it such an
interesting topic of study is the amazing diversity of
applications that use video processng or analysis
technmiques. Virtually every branch of science has sub
disciplines that use recording device or sensors to collect
image and video data from the universe around us"*.

In artificial neural networks (ANNs), learning is
achieved mostly (but not exclusively) through the
changes m the strengths of comnnections between
neurons. The mechanisms of learning: changes in neural
parameters (threshold, time constant), creation of new
synapses, elimination of synapses and changes in the
synaptic weights or comnnection strengths are included.
The type of learning is determined by the manner in which
the parameter changes take place. However, several
learning algorithms are used for ANNs training. These
algorithms can be classified as: supervised and
unsupervised learning™. We may think of the supervised
(teacher) as having knowledge being represented by a set
of input-output examples. Suppose now that the teacher
and neural network are both exposed to traimng vector.
The network parameters are adjusted under the combined
mfluence of the training vector and the error signal. This
adjustment is carried out iteratively in a step-by-step
fashion with the aim of eventually making the neural
network memic the teacher. Some examples of supervised
learning rules are perceptron, delta, Widrow-Hoff,
correlation and outstar learning rules™”. In unsupervised
learning there 1s no external teacher or critic to over see

the learming process. Examples for unsupervised leamning
are Hebbian and winner-take-all learning rules™.

On the other hand, (ANNs) are very general function
approximators which can be trained based on a set of
examples. It would seem as useful tools for image and
video processing''*!". Instead of designing an algorithm,
one could construct an example data set and an error
criterion, hence train ANNs to perform the desired
input-output mapping. The network input can consist of
pixels or measurements in images. On the other hand, the
output can contain pixels, decision, labels, etc, as long as
these can coded numerically (no assumptions are made).
This means that adaptive methods can perform several
steps in the video processing chain at once.

In the field of image and video restoration, the most
recent publications have suggested Hopfield and back
propagation networks applied to different areas of image
and video processing and computer vision such as stereo
matching, edge detection and image segmentation!'*'". In
this study, the Hebbian artificial neural network (HANN)
1s developed to filter noisy video degraded with Gaussian
noise.

Hebbian learning rule: The Hebbian learning rule is
based on the assumption that if two neighboring neurons
one is activated and the other is deactivated at the same
time, the weight connecting these neurons should
increase'*. For neurons operating in the opposite phase,
the weight between them should decrease. If there 15 no
correlation, the weight should remain unchanged. This
assumption Aw; = ¢ % o; can be described by the formula
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Where w; is the weight from j-th to i-th neuron, ¢ is
the learning constant, x; is the signal on the j-th input and
o, 1s the output signal. The traimng process starts usually
with values of all weights set to zero. This learmning rule
can be used for both soft and hard threshold neurons.
Since the desired responses of neurons are not used in
the learming procedure, this is the unsupervised learning
rule, 1e., the resulting output will not affect the learmng.
The absolute values of the weights are proportional to the
learning time, which is an undesired effec.

MATERIALS AND METHODS

The HANN model as shown in Fig. 1 i3 constructed
as full comnected ANNs as nput layer with four nodes
(because of less blurring), two hidden layers, (the first one
with three nodes but the second one with two nodes)
and output layer, (with one node). Such that W represents
the synaptic weight between the mput layer and the first
hidden layer. The synaptic weight between the two
hidden layers is represented by V. Finally, U represents
the synaptic weight between the second hidden layer
and the output layer The following techmique displays
HANN method that 1s used to remove Gaussian noise.

Video processing implementation on HANN: Video
processing mnplementation on neural networks based
on Hebbian learmng rule is described by the followimng
steps:

*  Divide the video into separate frames.

¢ Initialize the synaptic weights of network, w,, v, and
u; to small random values.

¢ Agsign a small positive value to the learning-rate
parameter 1.

*  Assign ¢~4 and ¢=3 .(where the ¢ 1s the number of
nodes in the input layer and ; is the number of nodes
in the first hidden layer).

W

Fig. 1: The model of HANN

»  For n=1; n is the iteration number.

» For each four neighboring pixels in the same row
with only one pixel shift in each step do the following
steps until all the frame 1s finished.

»  Assign the four pixels to input data vector X,
H=[xX0.%5,%a].

» Forj=1....¢ ; Compute

» Forj=l....,¢ and Fori=1,... e, ;Compute
Aw =y, Xy, gwki +¥i)
Wy =W, + AW,
s Forj=1,....e-1;Compute
-t
L= ezlvp)ﬁ
s Forj=1,....e-1 andFori=l,... g-1; Compute
Av, =niny, 7rjgvkl +1)
V=V JrAVJl 7
» Forj=1....,¢-2 ;Compute
52
5, = ;ung
s Forj=1,...,e-2andFori=1,. . ,e-2; Compute
Auy =n(s —sjguki +5,.)
u, =uy +AuJi _

» Increase n by 1 and continue until the synaptic
weights, w;. v; and u; reach their steady-state
values.

»  Repeate the above steps for the others frames.

Noticing: The value of the processed pixel is equal to s;

RESULTS AND DISCUSSION

In this result of the proposed method for video
degraded by Gaussian is presented in Fig. 2.

In order to illustrate the performance of the proposed
method, it 13 compared with the result of temporally
average filter by computing the correlation between
processed frames and origmal frames as shown in
Table 1.

Table 1: Comparison between the proposed method and the temporally
average filter

Temporally average filter
0.9891

Proposed method
0.9980
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CONCLUSION

In this study, we developed and trained HANN with
one input layer, two hidden layers and one output layer.
Then we used this method to processed video degraded
by Gaussian noise. The results indicate that the technique
gives good performance which smoothing the
background noise while preserving the edges and the fine
details with less blurring to improve video appearance for
human viewer.
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