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Abstract: This study presents an algorithm which aims to assist the radiologist towards fast detection and
early diagnosis of breast cancer. It combines several image processing techniques like region splitting and
region filling with the Discrete Wavelet Transform (DWT), artificial intelligence techniques and artificial neural
networks for detection of masses in mammograms. The Al techniques include fractal dimension analysis, dogs
and rabbits algorithm and others. The fractal dimension analysis 1s used to find the roughness value, which 1s
used to locate the region suspicious for cancer in the mammogram. The dogs-and-rabbits algorithm initiates
the clustering. Region splitting and filling are used to segment the suspicious region. The Back Propagation
neural network is applied at the end to determine whether a given mammogram is suspicious for cancer. The
algorithm 1s verified by using mammograms from Mammographic Image Analysis Society database.
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INTRODUCTION

Each year around the world, millions of women
develop new cases of breast cancer. Breast cancer is one
of the leading causes of death among women. The death
rate can be reduced if the cancer is detected at its early
stage. Early diagnosis and treatment increases the
chance of survival. Early breast cancer detection requires
periodical reading of mammograms. Women over 40 years
of age and those who have family history are
recommended to take mammograms regularly for
screening.  Screening mammography  has  been
recommended as the most effective method for early
detection of breast cancer. At present mammogram
readings are performed by radiologists and
mammographers, who visually examine mammaograms for
the presence of deformities that can be interpreted as
cancerous changes. Visually detecting these masses from
mammogram 1s very difficult at the regions where a mass
15 overlapped with dense breast tissue. Screeming
mammography has been recommended as the most
effective method for early detection of breast cancer.
Manual readings may result in misdiaghosis due to human
errors caused by visual fatigue. Computer aided diagnosis
techniques are used to improve the diagnostic accuracy
and efficiency of screening mammography. A radiologist
can refer to an automated system for a second opimon.

The main aim of this research is detection of tumor
from mammograms. We locate suspicious regions in the

mammogram for more detailed examination by the
attending physicians. There are several umage processing
methods proposed for detection of tumors in
mammograms. In some cases the primary objective was to
enhance the mammograms (Karssemeijer, 1997), in other
cases, (Pisano and Shtern, 1994; Qian et al., 1998,
Patricia et al, 1994) researchers have concentrated on
identifymg areas m mammograms that may contain
cancerous changes. Steps have been taken (Petrick ef af.,
1996; Malfait and Roose, 1997), to fully automated
mammogram analysis. Various technologies such as
fractal  amalysis;  multiresolution  based  image
processing (Chen et al., 1997) Markov Random Field
(MRTF) (L1 et al., 1995), have been used. In, a two stage
adaptive Density Weighted Contrast Enhancement
(DWCE) algorithm is explained for tumor detection from
mammograms. Even though many algorithms are available
for tumor detection the detection rate is still not high.

To improve the accuracy, we mtroduce an
algorithm with image processing techmques and other
technologies like artificial intelligence and artificial neural
networks for detecting tumor in mammograms. The
algorithm includes 3 major steps: Preprocessing,
segmentation and classification. Tn the preprocessing
step, the fractal dimension analysis technique is used to
find the mage roughness of the regions contaming
masses. The roughness of these regions 15 different from
that of the normal tissue. Tn the second step the discrete
wavelet transform based multiresolution Markov Random
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Field segmentation algorithm is used. The wavelet-based
MMRF segmentation is very efficient in removing image
noise 1ntroduced by veins and fibers and it generates
clean images for further analysis. In this algorithm for
better segmentation region splitting and filling is used.
Features are generated from the segmented image and
used as nputs to the back propagation neural network.
The back propagation neural network 1s used to classify
normal and suspicious areas.

MATERIALS AND METHODS

Mammographic data base: In this research we use
mammograms from Mammographic Image Analysis
Society (MIAS) MiniMammographic Data base. The
database contams 322 mammograms ncluding normal,
mass, illdefined mass, architectural distoration, asymmetry
and normal.

Discrete wavelet transform: Wavelet analysis represents
a windowing technique with variable-sized regions.
Wavelet analysis allows the use of long time intervals
where more precise low-frequency information and shorter
regions where high-frequency mformation are needed.
Most natural images have smooth variations in color and
fine details being represented as sharp edges. Smooth
variations are given by low frequency component and
sharp variations by high frequency. DWT separates these
two to implement compression.

The sub band coding and the multiresolution analysis: In
the discrete case, filters of different cutoff frequencies are
used to analyze the signal at different scales. The signal
1s passed through a series of high pass filters to analyze
the high frequencies and it is passed through a series of
low pass filters to analyze the low frequencies. The
resolution of the signal, which is a measure of the amount
of detail information in the signal, is changed by the
filtering operations and the scale is changed by up
sampling and down sampling (sub sampling) operations.
The procedure starts with passing this signal (sequence)
through a half band digital low pass filter with impulse
response h(n).

A half band low pass filter removes all frequencies
that are above half of the highest frequency in the signal.
This procedure can mathematically be expressed as

y[n] =% hlk] *[2n-k] (1
Yiglk] =2x[n]g|Zk-n] (2
Y ulk] =Zx[n]h[2k-n] (3)

Xn]f=9-n
gn] hfn]
f= m~ﬂ! ! f=0~n2
Level L DWT ]
Confficents gln] hin]
f= W4~n/2 : | f=0~%4
Level 2 DWT
Confficents glnl hin]
f= w§-n/4 l Fo T8
Level 3 DWT -
Confficents

Fig. 1: Signal decomposition using DWT

Yig [k] =% x[n] where v, [k] and y,[k] are the
outputs of the high pass and low pass filters,
respectively, after sub sampling by 2. Figure 1 illustrates
this procedure, where x[n] is the original signal to be
decomposed and h(n) and g[n] a low pass and high pass
filters, respectively. The bandwidth of the signal every
level 1s marked on the figure as f.

Discrete wavelet transforms splits the image into four
different parts, the LL, LH, HL, and HH. In this research
the LL image 1s taken and then it 1s used for further
processing because the low frequency components
constitute the base of an image. 2D DWT is carried out
for 3 levels.

Fractal analysis: The term "fractal" means break or
fragment. Fractal is any pattern that reveals greater
complexity as it 1s enlarged. For fractals, the counterparts
of the familiar dimensions (0, 1, 2, 3) are known as fractal
dimensions. The simplest variant of fractal dimension is
the similarity dimension D. Applied to a point, a line, a
square or a cube, D simply gives the number of ordinary
dimensions needed to describe the object -0, 1, 2 and 3,
respectively. The value of fractal dimension 1s between
1-2 for a curve and in between 2-3 for a surface. The larger
the D is rougher is the surface.
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The fractal window size is taken as 16x16 to find the
fractal dimension. The mammograms are divided mto
blocks of 16x16 and the fractal dimension of each block 15
calculated. The fractal dimension D gives the roughness
of a nx nblock . The roughness of the pixel value 1s used
to locate the timorous region in a given mammogram. The
area of fractal surface 1s

Ar=Kxr*rf )
Ar = Swface area.
r = Ruled area.
K = Scaling constant.
D = Fractal dimension indicating the roughness m a

glven regiomn.

Let the volume of an image region s u,
The gray value at position (L, 1) 1s p(1, J) then

(i, ) = p(i, J) (3
u,=max{u (i, )+, maxu .k D} (6
The blanket volume is obtained by
Vr =X [u s )-p@ pl (7
The blanket surface area at r 1s
Ar=Vr-Vr-1 (8)
D is computed from
log(Ar) = (2-D)log(r) +K’ ©

For all the subdivided blocks of a mammogram, the
blocks that have a very smooth surface or a very rough
surface are removed.

Dogs and rabbits algorithm: The prototypes are called
dogs and the feature vectors are called rabbits. The dogs
are in the field and a rabbit (feature vector) pops up. The
dog (prototype) closest to the rabbit barks and chases the
rabbit, but the other dogs see that another dog is closer
and so they don't move much toward the rabbit.

The movement of the closest dog is determined by,

2D

d-de 22
{1+D)

(x—d) (10)

And for the other dogs, they are determined by

= = D 2D

d=d+ —(x—d) 1
A+D  (1+D)

Where, d and d' are the previous and current
positions of the dog respectively. D = ||x-d|| 1s the
Euclidean distance between the current dog and rabbit
and f>1 is the fatigue ness of the dog which determines
how much the current dog should move to the appeared
data (rabbit). A>0 in the given equation determines the
inhibition of the movement for the other dogs except the
one closest to the rabbit. Using this clustering
mmtialization, all data will be divided into k sets, extracted
from region corresponding to the tumor .

Markov random fields: MRF is used to retrieve the
original image from the observed data (original image
plus noise). To achieve this, the MRF uses Maximum A
Posterior (MAP) estimation technique. The MRF
segments observed image such that the resultant image
has the maximum probability to be original image. Let the
observed image 1s Y. The lines of mnage pixel are
represented by 1-D vector Y = { v}, here T=12, 3,... ...
WxH. W and H are width and height of the image Y. After
segmentation the result 1s labeled as X = {x}, I = {1,
2,...,W = H};. x =k decides the pixel at position 1 in the
original image Y belongs to pixel k in the segmented image
X. The index k 81,2,...K is the index for the labels and K
1s the total number of distinct pixels. If X, denotes all
labels of mmage except pixel x; and X,; denotes the
neighborhood pixels around pixel x; then the MRF requires
¥ to have following 2 properties.

P(X)=0 (positivity) (12)

P(xi[X)=P(x[X,) (Markovianity) (13)

Neighborhood system and cliques are very important
in MRF. ITn MRF a pixel x; in a given image is related to
other pixel through a neighborhood system N;. A clique of
a given neighborhood system 1s a subset of pixels within
that neighborhood system. This system 13 adequate for
expressing the relationships between pixels describing
the suspicious masses. In this approach second order
neighborhood system 15 used to avoid ligher
computational load.

Region splitting and filling: The image is subdivided
into set of arbitrary, disjomnt regions and then merging or
splitting 15 done until the desired condition 1s achieved.

*  Split the image into 4 quadrants, represented by the
region R, for which P(R)) = TRUE.
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¢ Merge any adjacent regions R; and R, for which
P(R,UR,) = TRUE.
*  Stop whenno further merging or splitting 1s possible.

Region filling 1s used to fill holes m the mnput binary
mmage. A hole 1s a set of background pixels that carmot be
reached by filling in the background from the edge of the
image.

Back propagation network: An ANS that is useful in
recognition of complex patterns and in performing
nontrivial mapping function is the back propagation
network. It 15 a multi layer, feed forward network that uses
the supervised mode of learning. It examines all the pixels
1n an image 1n parallel.

Generalized delta rule 1s the learning algorithm for the
network.

Let an input vector X, = (X, X,,... X_Jt 1s applied to
the mput layer. The mput units distribute the values to
the hidden units

Net'=Yw,xI (14
The output of this node is i, _ " (net) (15)
The net input to the k™ output unit is
Net,” = Ywy'y (16)
The output of this node 15 Ok = £°(net,”) (17

The transfer function used is log sigmoid function
since 1t presents the best performance in the net training.

Architecture: The number of neurons in the input layer
corresponds to the number of characters to be presented
to the network. The number of neurons in the cutput layer
corresponds to the number of classes for which it is bemng
tramed. The mput layer consists of 10 input neurons,
hidden layer 8 neurons and a single neuron n the output
layer.

Training: The Back Propagation Algorithm was used.
The interface made it possible for parameters as learning
rate, moment, minimum error and variation in the
architecture of the intermediate layers to be changed
in the attempt of improving the performance of
training (Fig. 2).

Classification: The tests were performed with traimng
that reached with the mimimum error.

Input  Hidden
X  layer

Fig. 2: Back propagation architecture
DEVELOPMENT OF THE ALGORITHM

Preprocessing

DWT compression: The 2D wavelet transform converts
the image into 4 bands of data labeled as 1.1, HL., L.H and
HH. The LI band can be decomposed once again in same
manner, thereby producing even more sub bands (Fig. 3).
This can be done up to any level, thereby resulting m a
pyramidal decomposition as shown (Fig. 3)

The steps involved in DWT compression are:

»  The digital mammogram was taken as the input.

s First level decomposition takes place on application
of DWT to the image.

»  Fust level decomposed image was again decomposed
for the second level and the resulting LL sub band
was further divided into 4 sub bands.

LL sub band image was used as the input to the next
step in this algorithm. Tt contains the low frequency
components, which has more information. In this process
the original 1024x1024 digital mammogram 1s converted
into 128128 without the loss of information.

Fractal analysis: To compute the roughness of each and
every pixel in the image:

¢ The LL sub band of the decomposed image was taken
as the input for fractal analysis.

»  This image was divided mto blocks of size 16x16.

»  Blanket’s method was used to find the roughness of
each pixel of each block.

¢ Fifty mammograms were used for fractal analysis and
the threshold value for roughness was estimated.
Roughness value 1s between 2 and 3 for a surface.

The roughness value calculated lies between 2.45
and 2.7 for the tumor region. The region that has the
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- Fractal dimansion
Input digitized | Comrpression »| analysis mark
Mammogram ¥| using 2D DWT " blocks having
suspicious area
Region spliting l
region filling Segmention Chisteni
. . le— stening based
and merging using MMRF on marked area
v
Calculate the Based on the features
features for — classify using back @
all regions propagation neural network

Fig. 3: Flow chart of tumor detection algorithm

Fig. 4: Pyramidal decomposition of image

roughness values in this range was taken for subsequent
analysis and the regions below and above this region are

discarded.

Segmentation

Dogs-and-rabbits clustering algorithm: Before the image
15 segmented, it has to be imtialized. For this the dogs-
and-rabbits clustering algorithm was used. The steps
mvolved are:

*  Fractally analyzed image was taken as the mput.

¢+ K data points were taken randomly and they were
named dogs.

*  Again some random data points were selected and
they were named as rabbit.

+ Distance between the rabbit and the dogs were
calculated and the shortest distance was found out.

* Based on this distance, every dog was moved
towards the rabbit.

¢ The above steps are repeated until the convergence
criteria had reached.

MMRF segmentation: MMRF segmentation 1s imitiated
using the dogs-and-rabbits clustering algorithm. Here the
cliques and neighborhood concept was used and the
clustering process was carriedout, until the finest
resolution level had been reached. In this research,

second order neighborhood system is used. Thus the
region for further analysis is considerably reduced and
the noise in the 1mage was removed to certain extent.

Region splitting and filling: Splitting and filling is done
to group the similar pixels. For ths, first the output of
MMRF segmentation was divided into blocks. Then each
block was considered and checked for any dissimilarity
within them. If any dissimilarity is detected, those regions
are again subdivided. If there is any similarity between
adjacent regions, they are merged. This process is
continued until there was no further splitting or merging
possible.

Tumor classification: Neural network 15 used for
classification. It 1s trained with the back propagation
algorithm. Figure 2 illustrates a Back Propagation
Network (BPN).

The network identifies the affected and wmaffected
mammograms and they are classified.

The learning rate varied from 0.2 and 0.7 learning
rate is around 0.3 and the minimum error is 0.099. The
regions that are suspicious for tumor are located based on
the criteria as follows:

Mean gradient within current region: This parameter
measures the average gradient of each pixel i the region:

mwg=1/NXg,

Where N equals the total number of pixels within the
given region and g, is the gradient at each pixel k.

Mean Gradient of region boundary: This parameter
indicates the sharpness of the region boundary.

mg =1/N" Xg,.

Where N° equals the total number of pixels on the
boundary of the given region and g, is the gradient along
the boundary of the given region.

Gray value variance: var measures the smoothness of the
gilven region

Var = (I/N 2 (X(, j)- mean(3))"”
Mean(X) = I/N T X(, {)

Where X(i, j) is the gray level of each pixel within
region A and N is the total number of pixels in the given
Teglomn.
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Edge distance variance-edu: Edu measures the shape
of the region and its rotational symmetry

edv = (/N I (dy-d?)/d,

Where d, represents the distance from pixel k on the edge
to the center of the region and d, 1s the mean value of all
edge distances.

Area-A: This parameter 13 the total number of pixels
within a certain extracted region.

Compactness-cmp: It reflects the shape of the given
reglomn.

= Area of the given region/Area of the smallest
rectangle circumscribe the given region.

Cmp

The feature parameters of a given region are mput to
the neural network classifier. The Back propagation
network 1s tramned and it 13 used for testing the
mammograms for normal and tumor cases.

RESULTS AND DISCUSSION

The algorithm was tested using the digital
mammograms obtained from Mammographic Image
Analysis Society (MIAS) database. The original MIAS
Database (digitized at 50 micron pixel edge) has been
reduced to 200 micron pixel edge and clipped/padded so
that every image is 1024x1024 pixels. The outputs
obtamed at various stages of this teclmique 15 shown in
the following sections.

This algorithm 1z venified using fifty digital
mammograms. During the experiment, A 3 level DWT
decomposed 1mage had been chosen 3 level
decomposition reduces an image of size 1024x1024-
128x128. Wavelet decomposition is carried out for 3 level
so that over smoothing is aveided. For fractal analysis a
block size of 16x16 was used Fig. (5a). The fractal
dimension for the suspicious area obtained by us is
between 2.45 and 2.7. Figure 5(b) shows the 3 level DWT
filtered image. Figure 5(c) shows the Three level 2D
wavelet approximated image.

Figure 5(d) shows the Clustered Output, Fig. 5(e)
shows MMRF output, Fig. 5(f) shows theTrained output
and Fig. 5(g) shows the Tumour affected region.

The performance of the Back Propagation
classification can be given as in Table 1.

Table 1: Performance of back propagation classifier

Features TP FP N FN
features extracted  0.78 0.15 0.81 017
+Roughness 0.83 0.11 0.78 0.08

Fig. 5: Original image
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Fig. 5(b): 3 level 2D wavelet decomposition
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Fiz. 5(c): 3 level 2D wravelet approcarmated image

Fiz. 5d): Clastered oatpat

Fiz. 5&) MMEF cutpat
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Fiz. 5(1): Trined cutpat

Fiz 5(g): Tumoar affected region
CONCLUSION

In this stady, a teclouque for detechon of tamors 1n
dimital mammogiams 15 developed. Ths method imchides
P process g stage inwhich the fractal dnmension of the
mannogram 15 calmilated. Here each pinel 15 considered
for the measurement so that very small sized tamor can
also be wentified . Imbally semmentabon 15 started by the
dogs-and-rabbits chisterning algonthun while the final
segrentation resalts are cbtamed from DWT-based
MMEF. For better segmentation results region splithng
and filirg teclmiques ar wsed. & back propagation
netarod: 15 used for classification. The proposed method
15 mowk effectve 1nbreast cancer detechon ermvironrent
and it gives an acouracy of 2%, It will assist the
radiologists i a better way for their diagnosis of early
breast cancer.
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