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Abstract: This study describes an automated computer vision system for plain ceramic wall tile surface
mspection. The system 1s designed to detect surface cracks on the nspected tile at its final stage of production
and to categorize its into either accept or reject class based on the complexity of the occurring and detected
cracks. Hardware implementation for the system consists of a monochrome CCD area scan camera with a
512x512 resolution, ring-light illuminating unit and an TBM-PC compatible Pentium TV MMX 2.4 GHz computer.
Owr approach to cracks detection involves the application of image edge enhancement and detection algorithms
to the captured digitized image of the inspected tile using Prewitt masks and the development of efficient image
thresholding algorithms to segment out the cracks from the image background. Some geometric features useful
for tile classification were selected and measured from the detected cracks. Classification algorithms were
developed by training and testing the networl with enough number of the measured features from all defective
tile samples stored in the database by means of iterative, learming algorithms. Sunulations and experiments
conducted on real tile images show the correctness and efficiency of the developed algorithms computed and

umnplemented m this study in real-time.
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INTRODUCTION

Many kinds of automatic visual inspection systems
have been developed in last decade in the area like cold
rolled strips, printed-circuit boards and food (Hao et al.,
2003; Sprague et al., 1991; Ni et al., 1997). Such systems
have permitted 100% inspection of the manufactured
items at all production phases including the final stage of
the manufacturing process.

Ceramic tile mdustry 1s very competitive in the
present time. The tile manufacturers have taken significant
advantage of the strong evolution in the world of
automation in the recent years by automating all its
production phases through various technical innovations.
However, they are still using human inspector to visually
examine the tile surface at its final stage of production
before packaging. The objective of surface inspection 1s
tile classification on the of defects (such as
cracks, bumps and depressions) and their dimensions
(Boukouvalas et al., 1995). The practice of inspecting tiles
manually with human eye 1s tume consuming and suffers
at times from being neffective due to mnspector fatigue or
boredom (Newman and Tain, 1995). Tt is obvious that the
automation of this obsolete and subjective inspection
task would increase the robustness and consistency of
the product quality.
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In this study, a PC-based real-time computer vision
system for automatic inspection of plain ceramic wall
tile at a rate of three tiles per second. The proposed
system 1s to be adapted m actual tile manu-facturing
industry for everyday usage.

SYSTEM OVERVIEW

Figure 1 shows a schematic block diagram of our
surface inspection system. The prototype consists of
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Fig. 1: Imagmg system
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Fig I Ring-shaped illurmnination

illurminating unit, imaging systern and all the necessary
hardware for sirmulating plant conditions. To achieve
sufficient strong and even illumination on the tile surface
area to be inspected, Ang-shaped illumination is used in
the experimental set up as used by Abonsade (20050,
Figure 2 shows the illumination scheme iz made up of 8
stnall lamps each with luminous intensity of 104445 cod
and arranged in a ring 30 crnin dameter, An optimal level
of wisual information is achieved by maintaining a
constant level of illumdnation at a fng height of
approximately equal to the ring radius.

The imaging systern dealt with real-time image
acquisition and processing i: constructed using a
monochrome CCD area scan camera interfaced to a
Pentium computer through Mercury PCT wideo capture
card. The system configuration relies on the PCT Video
capture card to digitize the analogue image captured by
the camerm into 512 by 513 pizels at 8-hit grey-level
resolution. The digitized image is loaded into host
computer’s system memory and transferred to the host
CPU for real-time processing and analyzing using the
developed fast processing and cassification algorithms,
commputed and implemented in C on an BM-PC
cotopatible Pentium IV NWIWZE 24 GHz Computer to
achiewe the design objectives.

IMAGE PROCESSING AND
CLASSIFICATION ALGORITHMS

The starting point of the algorittun is the application
of edge enhancement operations to the input image in
order to highlight the sharp transitions such as the edges
of abjects in the tiles surface immage. Figure 3 shows an
ezzample of the acquired input itna ge through which itnage
edge enhancement and detection algonthms are applied
using spatial conwvolution process (also referred to as a
finite irnpulse response filter).

The Eq. 1 for the spatial conwvolution process is de-
tived by Gregory and Bazes (1994), This iz computed as:

tifila]

vimam= ¥ ¥ak Dy(m-kn-1 (13
(¥, Liz Wr
where:
vim, nyand vim, my = The input and output images,
respectively
W = A suitably chosen window
alkl = The filter weight also called

cotwolution tmask

The 3x3 mask used in thealgonthms (represented by
a pair of masks A A0 measured the gradient of the image
v (m, 1) in 2 orhogonal directions. Defining the
hidirectional gradients:

glm, mA Y, A, ., glm. b (Y, &),

the wector magnitude as dedwved by Jan (1989) is
cotnputed as:

g(m, n) = fgi(m, n) + g (m, n)
~ g (m, 0|+ |g(m, 0

(4

where, g (m, myand g, (i, n) are defined using Prewitt
mask proposed by Luo(1998) as:

gim, m=CG+H+D-(A+B+C)
galtm, ) =(C+F+D-(A+D +3)

(3

The gradient at location (tm, 1) was thresholded to
obtain the edge map of the defect, which iz defined as:

_ Iim,mel, 4
E(m, ﬂ)_{ﬂ,nthmarise @

where:
18 {(m o) gmn)>7] ®

and t (threshold walue) iz the median walue of the global
histogram of itnage intensity walues of the edge-enhanced
itnage of the inspected tile. Figure 4 15 an example of the
enhanced images with the respective itrage histogram.
Figire 5 iz the resulting threshol ded image of the samples.

After the segmentation of cracks from the image,
dizcritminant functions was developed to classify tiles inta
gither a reject class or accept class based on a set of
itnage features extracted in real time. Depending on the
tmmber of defects and their dimensions, ceramic wall tiles
are grouped into 3 namely; 1st class, 2nd class and waste.
First class and 2nd class tiles were grouped into one
accept class because they can all be present with none o
very few acceptable defects, while waste are grouped
into reject class because of the present of unacceptable
defects. The 1st step in tiles classification is the selection
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Fig 3: Example of defective ceramic wall tile images

of discriminatory features Five features were computed
for each class Diost of these fedures did not provide
mearingfil information for distingushing accepts from
reject classes. The lat step in selecting wsefild featares
was to determine feature variance, which is a manerica
value that indicates how wariable the featire walue is
within classesis compated by Eg. (8) as

K

1 _ &
G?_N_lg[xl X )
where
M = The mumber of training samples that were
meased
T = Themean of the featires meamy ement
¥, = Theith actual measwement

Az it was dfficult to select dscriminatory featares
from the featire wvariance thms usefl feabuwes were
selected by determine the distance between the means of
2 classes normalized by the variances.

.

1
oo

(7

Ofthe erdite 5 featiwes meanwed, atea and epivalent
diattieter values of the segmented defect were found to
have large between-class distance and hetice were
considered as the best featire used in ceramic tiles
classification The measuredfeaires of a crackiswritten
in form of pattern vector as

:zq:lr

Z=(%, Ty .-

()
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where, eachz, is the ith descriptor of the given crack (e.2.,
atea, tmajot axis length tinot ais width extent and
ecpivaletnt dameter).

The decision (or dizctiminad) function used in
classifyring tiles into categories are defined as

EH
diz)=3 w,f,(z) &
b=l
where:
w's = Coefficients
f's = Known functions of z

This is generated from training patterns (i.e., pattern
vectors whose class idertity is knowid by means of
iterative, learning agorittens. The coefficients of the
decision fanction are obtained vsing increment-correcti on
tramifg a goritten s, The algorithen at kth iterative step is
cotnputed by Eq 10 as

w, (k +1) = w, (k) +oe KOk

(1
sgnd1 [H(k)]- w/k) (k) }
whete:
w, () = The coefficient estimates at HMhiterative step
", =  The correctionfactors

T sinng the definition of the sgnfunction defined by

1if w/d =0

s (1)
1 ifw'X =0

sgn(w:x){
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Fig. 4: The results of edge enhancement and with the respective image histogram generation for some samples
tiles
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Fig. 5: The results obtained by threshold Fig. 4
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Fig. 6:2-D feature space rep. of training data with
decision surface

Coefficient belonging to pattern class ¢, and ¢, in the
equivalent form is expressed as:

wik+1)= w; (k) + 0y, X(k) ?fWE(k)X(k)<r;[X(k)](12)
w0 — o X(ky i wik)X(k) > 5 [X()]
thus, at k = 100 coefficients for class ¢, and ¢, are

computed as:

0.1134 -0.0233
w, =| 0.1566 |and w, =| 0.0114 13)
0.9464 0.9030
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The boundary between classes ¢, and c, using the
above coefficients is determined by computing values of
z for which d; (z) = d; (2), or:

K+1 K+1

Y Wik @ =Y Wb (2)=0 (14)

The 2-D feature space representation of training
database  samples feature vectors of ceramic tile
belonging to class ¢, and ¢, and the decision boundary
d(z)=d, (z) - d, (z), between them is shown in Fig. 6. In
order to classified the unknown tiles designated as P, its
decision function is calculated and compared with the
decision boundary between the 2 classes. This 1is
computed as:

(15)

_[good ifd(y)<d(z) —yec,
| bad

if d(y)>d(z) —yec,

where, d (y) is the decision function of an unknown
ceramic tile of feature vector y.

EXPERIMENTAL RESULTS

The following section presents the results of training
the system for cracks detection and grouping of the
inspected tiles into categories. Samples used in the
experiments for training of the system are made of 200
digitized defectives plain ceramic tiles of size 200200 mm.
Figure 3 shows samples of the digitized defectives tile
mmages used in the defect detection and tiles classification
algorithms. The results of image enhancement of the
sample images are shown in Fig. 4. The result of image
histogram employed in determination of the appropriate
threshold value for the image being processed is also
shown in the Fig. 4. Defects such as cracks are detected
on the enhanced images of the tiles by thresholding
process; the results of this are shown in Fig. 5 for some
samples. The first task in tile classification is to determine,
which geometric features should be used to discriminate
between object classes. For each class and for each
feature under scrutiny, distance between means of the 2
classes normalized by variances is computed. Table 1
shows the between class distance results using area,
major axis length, minor axis width, extent and equivalent
diameter feature attributes of the object. For efficiency
purposes because of there high between class values,
area and equivalent diameter feature attributes are used to
successfully train the system for object classification.

The 2-D feature space representation of selected
discriminating features, measured from each of the
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Table 1: Between class distance result obtained
Between class distance

Area Major axis length Minor axis length Equivalent diameter Extent
Feature/
Defect class Minor defect Major defect Minor defect Major defect Minor defect Major defect  Minor defect Major defect Minor defect Major defect
Minor defect 0.000 3.148 0.000 1.402 0.000 0.143 0.000 4.572 0.0000 0.3080
Major defect 3.148 0.000 1.402 0.000 0.143 0.000 4.572 0.000 0.3080 0.0000
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Fig. 7. 2-D feature space rep. of testing data with decision surface, a: 2-D feature space rep. with 60 test samples, b: 2-D
feature space rep. with 80 test samples, ¢: 2-D feature space rep. with 100 test samples, d: 2-D feature space rep.
with 120 test samples, e: 2-D feature space rep. with 140 test samples

acquired object classes stored in the database is shown 70-190 unknown test samples of varying measured feature

in Fig. 6. Also, in Fig. 7 is the decision boundary between vectors. Graphical categorization of unknown sampled
object classes. After training, the system was tested using using classification algorithm is shown in Fig. 7. Table 2
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Table 2: Percentage correct classification/error rate per samples
Correct classification/class (90)

No. test

tile samples o) Cy Error rate
60 50.00 50.00 Q.00
80 1.25 98.75 Q.00
100 30.00 67.35 2.65
120 33.33 64,50 217
140 60.71 37.14 215

shows the computed result generated to show the system
performance when tested with various unknown sample
images.

CONCLUSION

An efficient automated cracks detection and ceramic
wall tiles classification system is presented. By using this
system cost, time and also many conflicts in the tiles
industry may be reduce since this system may be used as
a standard for the ceramic tiles quality control. This
project started with the acquisition of images with a
monochrome CCD area scan camera under constant
illumination. The major problem in this project is to obtain
the necessary image analysis and object classification
methods to quickly and accurately detect and measured
the discriminating feature of surface cracks in ceramic
tiles. These problems were solved by using Prewitt edge-
enhancement method and by incorporating image
thresholding method. With the decision theoretic
network, classification rules was built very easily by
simply training the network with enough number of
sample defective tiles images and implement the nature of
decision function classification mto ceramic tile quality.

The study has shown promising experimental results
for cracks detection and tiles classification. Simulations
and experiments conducted on real tile images show the
correctness and efficiency of algorithms. In the future
research, much can still be done toward the goal of
obtaming better error rate for the system to be
implemented in real industry.
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