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Abstract: Clustering is considered as one of the life mcreasing approaches m wireless sensor networks. The
size of cluster head, cluster number and cluster selection is of the most important factors in clustering.
Increment in cluster size leads to distance enhancementand early discharging. The decrement of cluster size
leads to increase in overhead of controller data transport. Unsuitable selection of cluster heads results in
mcrease of distance to cluster members and other clusters heads. In this research, we investigate the increase
mn life time of angular clustering by using dual-head cluster in wireless sensor networks in mobile sink mode.
The selection of cluster head in this approach is a function of remained energy, mean distance to members and
the gap between current cluster head and the previous one and also the distance it has with current sink. In this
method, new cluster head is not substituted by previous cluster head until performance of the current cluster
head is not less than optinum himit. Also once the optimal mean energy of the neighbor clusters of the current
sink reaches to the threshold, it is the time to displacement of the sink to another position. The results show
that this proposed approach leads to life increment.
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INTRODUCTION

Wireless sensor network (Abbasi and Younis, 2007)
includes hundreds or thousands of nodes by limited
energy. Since, the life of each sensor is depended on its
battery life amount, energy issues can be considered as
basic challenges. Clustering 1s proposed as an approach
to increase the life time in wireless sensor networks. In
clustering (Singh et al., 2010), the environment of wireless
sensor network 13 divided to parts called cluster. Nodes in
each cluster receive data from the environment and send
it to cluster head. The cluster head, after receiving data,
mntegrates them. After mtegration, the data transfers via
single step or multi step route to main station.

The size of cluster, the number of cluster head in
each cluster and selecting cluster head and also the
proper selection of multi hop route to the current base are
comsidered as 1mportant factors i clustering. The
increase in number of cluster head, itself causes the
overload of control mformation and routing issues.
Reduction in the mumber of cluster heads leads to
mcrease i input load of cluster head and early discharge
of cluster head. Early discharge of cluster head causes the
faster replace of cluster head. Early replacing leads to

increment m control nformation transformation and
followed by energy waste (Abbasi and Younis, 2007).

The position of cluster head 18 considered as an
important 1ssue 1n clustering. According to energy model,
consumable energy has direct relation with distance
square. Inappropriate selection of cluster head will cause
increasing distance and more energy consumption. The
selection of cluster head 1s a function of the number of
cluster members, the gap between cluster members, mean
distance to cluster head, distance to main station and
remaining energy.

The Leach protocol is one of the most popular
protocols in the field of clustering. Each node makes
decisions for the current session. Whether the cluster
head to be selected? This decision making is according to
the percent of required cluster head amount (p) and
runmng time. Each node selects a digit between 0-1
randomly. If the digit 1s less than the threshold T (n), it
will be chosen as a cluster head for next running time. The
amount of threshold T (n) can be obtained by relation (1)
as the following:

P ifneG
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0, otherwise

T(x) =
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To reduce the cluster head load, the dual cluster head
method (Ruithua et af. 2011; Ebadi et ai., 2010) is
mtroduced. In these ways, the main dual cluster head and
secondary cluster head are applied to collect data from
cluster members and sending data from lower cluster
heads, respectively. Ebadi ef al. (2010) the selection of
cluster head 1s based on remaining energy, the proportion
of member’s number in the radius of the neighborhood
and received signal strength. The disadvantage of this
approach 1s neglecting the dimension of distance and
continuous replacing of cluster head. Y1 and Deng (2010)
the criterion is selecting the remaining energy of cluster
head and the density of node. The advantage of this
method 15 to selecting the auxiliary cluster head is based
on node density. The disadvantage of this method 15 to
replace the cluster head constantly and neglecting the
distance dimension. Xuegong (2010) the choice of cluster
head based on remaimng energy, node distance to main
station and the number of algorithm implementation. The
disadvantage of this method is the imbalance of distance
between members and cluster head.

In this study by applying angular clustering with
selecting two cluster head in each cluster in mobile sk
mode we increase the life time in wireless sensor network.
The function of cluster head selection is dependent on
remaming energy, the mean distance to cluster members
and the distance of node to mner layer cluster head with
appropriate coefficients.

MATERIALS AND METHODS

Energy consumption model: Consuming energy in
wireless sensor networks include 3 parts as data sending,
receiving and processing. The model of energy is given in
Eq 2:
P {K) =E, xK+E_ xd"xK
P (K) =E, xk (2)
P,.(K)=E_ xk

cpu

Where, P, Py, P, indicate sent, received and processing
consuming energy of k bits of data, respectively. E..., E..y.
E,,.. respectively represent energy consuming (nl/bit) per
sending one bit i radio radius, required energy to send
with radius more than E,,, and required energy to process
per each bit. According to Eq. 2 the total consuming
energy of k bits is such the following:

Pita = Pecwd TPrccicne TP,

send recieve process

= k(2E elec +E cpu +E arnp e dY) (3)

In the Eq. 3, we will see that energy consumption has
direct relation with data length. If the sent data length 1s
lower, we will use less energy. If the transmission distance
15 less than threshold, the energy consumption will have
relation with &*. Tf the transmission distance is more than
threshold, it has relation with d'. Therefore, the less
transmission distance, the more decrease n energy
consumption.

Clustering model: Tn the clustering algorithms, the cluster
head acts as central controller. By gathering data from
cluster members and sending data via multi step route, the
energy consumption in the cluster head, compared to the
other nodes has significance.
communication link between cluster heads close to the

more To maintain
main station, 1t 1s better to have less cluster member near
to the main station.

Suppose that n nodes n V distinct environments
with angle 6 with uniform density p are distributed. V is
divided to m loops named V,, V,, .., V.. Hach loop
indicates a cluster. The distance of two nodes i the
center of clusters is for one step transmitting of the
cluster out as d, d,, ..., d,. The pattern of clustering model
is shown in Fig. 1. To facilitate the taslks, the layer near to
main station is named as inner layer and the last layer is
named outer layer.

In Fig. 1, the cluster C, is created by nodes
embedded in loop V|, C, by nodes placed in loop V, and
..., n, indicates the number of distributed
nodes m clusters V|, V, ..., V. If A, 1s the size of loop V,,
and 1 =1 = m, we can calculate the number of nodes 1n

SO on. n, n,

each cluster just as Eq. 4:

Cut Layer
-

: / }-.-EH‘H

“\.\_‘-

d: dm
R=d +d,+---+d_

Fig. 1: The clustering model
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The number of nodes in V,,; can be calculated as (Eq. 5):

Dy, = PA = ?(dfﬂ"rz‘iﬁlztzdl) )
According to above mentioned to maintain the
network communications, the number of nodes in
clusters V; and V,, should follow the following
condition:
2n, (6)

ny,

According to Eq. 6, various amounts of d; and d,,
can be extracted. Thus, to facilitate the calculations, d,
15 considered as distance of one step (1 hop) m multa
steps communications by considering d, ., = d, =d; = ...
= d,. With this assumption, the greater than or equal
relation is changed to greater than relation.

In each cluster, the cluster head receives data from
members. After Aggregation of data, sends it toward 1nner
layer or the main station. If the numbers of nodes a = near
the main station are high, it will lead to early discharge of
cluster heads close to mam station. If the size of the
cluster 1s very small, the mumber of nodes m the cluster
will be very low. These nodes are being applied to
transmit data from layers. The small size of cluster leads to
early discharge of cluster head. So, the angular clustering
for controlling the cluster size is required.

In some of the clustering algorithms, the cluster head
15 changed dynamically and successively. Successive
substitution of cluster head due to frequent sending of
controlling message causes to energy loss. If the cluster
head continue its performance until the threshold, it will
prevent waste of energy significantly. In Fig. 1, C, is
bigger than other cluster heads. We consider £)1 =1, 2,
..., m)as continuous working time of cluster head. If f, £,
f,, the communication of clusters will be maintained.
According to above, d, ., 0 and f are effective
parameters on energy consumption and network life
tine.

Obtaining the optimum d, : Let’s suppose we have n
nodes between origin and destination with constant
distance of d, ,,, like Fig. 2.

The whole require energy to transmit the message
between the origin and destination on multi-hop link is
Just as Eq. 7:

ol
= . . . = =
\ ( - f

S—— { |
. dilhap "~ i v =

Sounce Node Distination Mods=

Mode n

Fig. 2: Linear model of distance with equal hop

P = K x ceil( Ay

JH(2E 4 AE B xdf ) (7

thap

ceil (A) mmplies the biggest mteger of A. According
to Eq. 7, the optimum distance of one-hop one and multi
destination will be defined as relation (Eq. 8):

d =y (Q'EEIEE +Ecpu) (8)
opt
’ Eamp (Y_l)

Relation (Eq. 8) mdicates that d,,, depends on E,.
E.. Fa, and 6. The network topology and node

Cpu anm

distribution does not have any effect on d,,.
Obtaining the optimum angle: The cluster angle is

directly affected by the number of cluster head. Let's
suppose that N, indicates the number of cluster head, so

we have:
& = ceﬂ{zgj
m
)]

R
m = ceil
{dlhop J

M and 6 represent the number of layers and the angle of
cluster, respectively. According (Eq. 9), N, is indicated as

following:
N, =ceil(zg R } (10)

thap

In clustering algorithms, general nodes, send sensed
data to the cluster head. Therefore the required energy in
each run is:

oronde = K{ B e TE 1) )

elec amp 1

D, 1is the distance to cluster  head. The
distribution of nodes in network i1s uniform and
has density of p(x, y) = R*¥N.. The distance between
node and cluster head can be calculated as the

following:
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2
5h0p=R_ (11)
2nN,

If v = 2 and d,,,, = d,, the total energy consumption
in one run time will be calculated upon relation (Eq. 12):

R? NR?
amp E+Eatnp TI:NE +Nc(3Eelec+Ecpu)}
(12)
Equations 8 and 10, the optimum angle is

calculated by derivative of total consumption of
energy into angle:

3
8 _ 8n (3Eele: +E:pu) (13)
ot N ( 2B, +E, )
R does not affect on cluster angle. The angle 1s
affected by physical parameters and the mumber of nodes.

By taking the second derivative of the total energy
consumption we will have:

P= {N(EmﬁE:w)—E

Py 1 4R’
' 89 d

opt

(3E,.*E,,.) (14)

The (Eq. 14) shows that the total energy
consumption has inverse relation with cube of angle.
It 8 = 6,,, we will have the least energy consumption. If
0 =0, the energy consumption will be decreased.

The optimum time of cluster head replacement: In
LEACH, the cluster head 1s substituting dynamically and
successively. This successive substitution leads to
energy waste. If the cluster head is not changed until
reaching the threshold, the energy consumption and
updating rate decrease.

Let’s assume that d is the mean distance from cluster
heads or main station and the d, 1s the average distance
from cluster head to members. When each node in cluster
V,, 1s considered as cluster head, the life time of the cluster
will be calculated as the following:

~<E
T . nm 1

{(2n, (BB 4B, [di+H(n,-1)d] ]}

. (15)

To equalize the energy consumption, the work time of
the cluster head should be equal. So the average optimum
working time of each node will be as the following:

Elﬂl
fo= [0, )B4y, 1, [+ (n,-1) 2 i (1)

If the cluster head does not change successively
until the energy discharge, the work time of the cluster
head in V, will be considered as the (Eq. 19):

Emi
fn = [0, (By B, 4B, <d? <k (17

According to relations (Eq. 16 and 17) and by
assuming the (n,>1), we will have: £ >f If the working
time of the first cluster head is f,, by assuming the
remaining energy of the cluster head which should be the
least amount, it 13 the first node that its energy is
discharged. So, the life time 13 approximately about £,.

Providing the clustering method in mobile sink mode: In
this article it is tried to select the next position of the sink
such that the amount of energy in the neighboring
clusters bethe greatest ones, therefore, the following
relation is calculated while selecting new location of sink
for each cluster, provided each cluster has greater amount
will be chosen as the sink’s new position

This process has 3 phases which the first two phases
just implement at the beginning of the cluster formation
and the third phase 1s implemented in each change n the
location of the sink.

The first phase (creating the clusters and selection of the
sink’s new location): The locations of sinks in this
research are predefined points, so if the cluster is chosen
as the location of sk, that point 13 introduced as central
sink. To find the central 3{ and Y points in each cluster we
use relations (Eq. 18 and 19):

2j-1)0
X= (Layerxl)Cos(( J2) ) (18)
2j-1)0
Y= (Layerxl)Sin[( JZ) J (19)
I L . (20)
Layer,, ZLayer, ,
Layer,, = R (21)
dlrhup
Where:
Layer,, = The number of network’s layer
R = Radius of network

I = The number of current cluster as 1 = j = sector
and sector is the number of sectors that is
sector = [360/0]

6 = The angle of clustering
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To determine the cluster nodes in this section,
according to the location of each cluster’s sink and
considering this point that the (Eq. 12) should be
established, clusters are created with its member’s nodes.

d
A 2+A ) < 1-hop
Ve [ 2 (22)

Ax =

Xn -XS

Ay = |y,
Second phases (creating the routing table): Since one of
the most important advance challenges is absolutely
dynamic routing toward the new location of the sink and
also because the subject of optimal routing is out of the
scope of this study, so it is just tried to apply a single
algorithm and this topic is studied in other study.

The third phase (selection of sink location, introducing
the received clusters to each cluster and selecting the
cluster head in each cluster head): As it stands, this
phase consisting of 3 parts.

Selecting the location of sink: After the routes between
clusters were defined that is R; by relation 31-4, each
cluster that has more 5, will be used as the place of sink
selection:

El
Sj - 21¢] R. (23)
ij
Where:
E, = The total energy of sensors exists in ith cluster

R, = The cost of route from Ith cluster to Jth cluster that
1t 18 here equal to the number of clusters m route
between ith cluster and j

Introducing the receiving clusters (pre-cluster) to each
cluster: After the cluster is selected as sink location, it
announces to its neighbors, therefore Pre-cluster is as
sink for its neighbors and after that every neighbors
announce their announcement to other neighbors except
sink cluster to be their pre-cluster and this 1s continued
until the end of network and finally all the clusters except
sink cluster will have specific pre-cluster, so it is clear that
each cluster should sends its data to which one of the
clusters in order to reach to the sink.

Selecting the cluster head in each cluster: Criterion for
cluster head selection each cluster is calculated as relation
(Eq. 24):
p N ¥
AN, yJax +ay,) || A <Ay
(24)

C = =E+

] ]

Bty =1 (25)
Where:
E = The remained energy in current
node
N = Total nodes exist in current cluster
Ax Py = The distance of ith node to jth

node that are members of same
cluster

(Y Jax i +ay?) = The average distance of current
node to other nodes in its own
cluster

,JAW = The distance of current node to
the location of sink in its current

pre-cluster

The selection of cluster head in one cluster head method:
According to this fact that the criteria for distance and
energy of both of them for each node is equal so itis
suggested that: « =P =1.

Selection of cluster heads in dual-cluster head method:
In order to select the first cluster head in dual-cluster that
gathers current cluster’s data 1t should calculate [ and
with more value than vy and this process for the second
cluster head is vice versa. Therefore, it 15 recommended
that in dual-cluster head method, for each node, the value
of C1 is calculated with this proviso that y<p = « and for
C2, y<-p = « and for selecting the first cluster head, the
greatest amount of C1 and the second one, the greatest
amount of C2 would be the criteria.

Selection of cluster heads in triple-cluster head: In this
method, given that just the first cluster head in applied for
transferring data between two clusters and also the other
dual-cluster heads are almost gather just half of the
cluster’s data, so it 15 recommended to select the first
cluster head, the greatest amount of C1 with the proviso
of yza»P and for selecting other dual-cluster head, two
big amount for C2 are calculated by a=pP»y.

The third phase should always repeat completely
after every change in sink’s location and the time of this
change should be the moment in which the average
amount of the first cluster heads of neighbor clusters 1s in
the threshold amount:

(Esend* dMaxc)
Where:

E.s = Data sending energy between two neighbor
clusters
D, = The biggest route i existing routing matix
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RESULTS AND DISCUSSION

In this study, we have tried to provide an analysis of
this suggested method and comparing m different status,
by applying commercial programming tools named Vs2013
to sunulation, SqlServer2012 data base to every moment
storage of simulated information in Log-making mode
NoSgl and also using SSRS tool to provide online
statistical reports and diagrams durng the sunulation
implementation.

It 15 necessary to note that almost all the conducted
researches in engineering context use laboratory
instruments such Mathlab as default to simulate that
naturally it is required great survey and much more time to
transfer it toward practical mdustry. The reason of
applying above mentioned commercial mstrument for
simulation is developing the practical sample of this
method and submitting it to the mdustry.

As it can be deduced from above studies, the
effective parameters m this method are: the way of cluster
head selection (one-cluster head, dual-cluster head and
triple-cluster head), the number of sensors, the radius of
sensors area, the primary energy of sensors, the amount
of energy in data transferring from one sensor to other
one in a cluster (nodes consist a cluster that their
maximum distance between each other is dl-hop, so the
greatest amount of this energy 1s the energy of data
transfer for d1-hop), the amount of data transfer between
dual-cluster head in neighbor clusters(this energy is
different for each nodes in one cluster), the angle of 8
between sectors, coefficients of v, p, ¢, threshold energy
in order to change the cluster heads in each cluster and
threshold energy to change the location of main station.
In the case of threshold energy parameter in order to
change the main station switching, it 15 necessary to
explain that it is one of the most important effective
parameters n making this method more optimal which here
is the lowest amount of energy in all nodes dynamically at
every moment, this means that if there was a node n each
one of the neighbor clusters of the main station that its
amount was less than the lowest amount of nodes energy
in the whole network, the main station should be selected
as relation (Eq. 23). Tt is also likely that even though the
station should be changed but also according to this
relation, the best candidate for station selection is again
the previous station.

Simulation 1: The constant parameters according to
Table 1-3 and variable parameters including the type of
cluster heads selection.

Table 1: Constant effective parameters

The name of constant parameter Amount
The number of nodes 200
Radius 20m
Primary energy 57
a=0p=vy 143
Threshold of cluster head replacement 1J

Threshold of station replacerment

The lowest energy of network’s
sensor that should not be less than
threshold of cluster head replacement.

Table 2: The number of rounds until the first discharge of network sensor

The type of cluster head
selection algorithm

Round until the first
digcharge of network sensor

One-cluster head
Dual-cluster head
Triple-cluster head

25
50
50

Table 3: The replacement of cluster head and the station in each algorithm

The number
of rounds during

Number of  Type of
the last replacement replacement replacement

The type of algorithm

24 6 Station One-cluster head
24 6 Cluster head

23 3 Station Dual-cluster head
18 314 Cluster head

29 5 Station Triple-cluster head
49 814 Cluster head

Table 4: Effective constant parameters

The name of constant p arameter Amount
Number of nodes 200
Radius 20 m
Primary energy 57
Threshold of cluster head replacement 1T

Threshold of station replacement

The lowest energy of network
sensors that should not be less than
threshold of cluster head replacement

Table 5: The number of rounds to the first discharge of network sensor

The type of cluster
head selection algorithm

Number of rounds to the first
discharge of network sensor

One-cluster head
TDual-cluster head
Triple-cluster head

25
50
51

Table 6: Replacement of cluster head and station in each algorithim

MNumber of replacement

Number of Type of

Type of

during the last replacement replacement replacement aleorithm

24 12
24 12
49 11
49 G628
49 15
49 1725

Station One-cluster head
Cluster head
Station
Cluster head
station

Cluster head

Dual-cluster head

Triple-cluster head

Simulation 2: The constant parameters according to
Table 4-6 and variable parameters of B, & and v value in
one-cluster head, dual-cluster head and triple-cluster head
algorithms. In this simulation according to relations of 3
it is tried to have the following:

*  One-cluster head: vy ==« =0333
+  Dual-cluster head: p=a¢=04andy=02
s Triple-cluster head: & = 0.05,3=035,y=06
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By comparing the simulation 1 with constant values
of B, @ and y with simulation 2 with variable values, it can
be concluded that considering the amount of these
coefficients according to the relation of P, ¢ and vy in
previous section will has great influence on the
management of cluster heads replacement in order to
optimize the process.

CONCLUSION

In this study, we study the mcreased longevity n
wireless network sensors by using angular clustering and
dual-cluster head in each cluster. The size of one-hop has
no relation with topology and distribution of network
node. The angle of the cluster 13 influenced by node
physical parameters and the number of nodes. The
function of cluster head selection is depended on the
remaining energy, the average distance to cluster
members and the distance of the node to the auxiliary
cluster head of mner layer with appropriate coefficients.
The results indicate that this proposed method leads to
the increase in longevity.

The results also present that if the life time 1s the first
energy discharge, the amount of « in single cluster head,
dual-cluster head and triple cluster head is 0.4, 0.4 and 0.6,
respectively. If the life time is the discharge of 50%
energy, « 1s 0.6, 0.2 and 0.8, respectively. In the triple
mode, because of equalizing the distance to members, it
leads to higher stability and longevity. By applying the
triple-cluster head the delay of data sending is decreased.
If there 13 a heterogeneous network, on average, single
cluster head, dual-cluster head and triple cluster head
methods have improved the remained energy about 12%,
12.7 and 44.93%, respectively. If the longevity 1s the
energy discharge of the first nodeby increasing the
number of nodes, the single-cluster head and dual-cluster
head methods do not have proper application. The
triple-cluster head method is stable with increase in the
number of nodes. By mcreasmg the nodes, if the
longevity 18 50% of energy discharge, all the 3 methods
are stable and lead to increase in longevity. By increasing
the size of network, the longevity will be decreased due to
distance increase. By increasing the size of network,
single cluster head, dual-cluster head and triple cluster
head methods maintain their longevity increasing
nature.

The most important challenge we deal in this method
is the appropriate routing algorithm. Here, we have tried
to consider the smallest routes with optimal algorithm
order to create routing table. But what is perhaps more
important and 1s not included 1n this article is the selection
of routes with least shared paths to reaching the clusters
to each other.
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