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Abstract: In the presence of outlying observations in panel data set, the traditional ordinary least square

estimator can be strongly biased, lead to erroneous estimation and misleading inferential statement. However,
Weighted Least Squares (WL S) are usually used to remedy the effect of outliers. Visek used Least Weighted
Squares (ILWS) based on mean-centering technique for data transformation. The mean-centering was found to

be very sensitive to outliers. Furthermore, robust method for data transformation 1s needed in order to down
weight the effect of outliers. We employed a new method of transformation based on MM-estimate of location
termed MM-Centering method. A simulation study was used to evaluate the performance the proposed method.
The Weighted Least Square based on the proposed MM-centering Method (WLSMM) was found to be the
best method for both the high leverage points and vertical outliers.

Key words: Centering method, fixed and random effect model, outlier, ordinary least square, weighted least
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INTRODUCTION

The outlying observation in penel data set cause a
misleading estimation prediction, these outliers occur due
to typing error, measurement error, unusual values,
transmission or copymg error (Rousseeuw and Leroy,
2003a, b, Maromma et al., 2006, Bakar and Midi, 2015).
Recently, the used of panel data in finance and economics
research has been increased due to its mmportance and
advantage of possessing two
cross-section and time series.

Generally, outliers are of different types such as
vertical outlier (outlier in Y-direction, horizontal outlier
(outlier in X-direction) or leverage (Rousseeuw and
Zomeren, 1990; Bramati and Croux, 2007). Moreover,
Bramati and Croux (2007) shows that outliers are usually
found randomly in a data set and sometimes are found to
be concentrated mm some few time series (block
concentrated outliers). The robustness of an estimator
means an estimator is resistance to a small change or
modification cause by outlier in the dataset, it can be
measure based on breakdown pomt (Hampel et al., 1986;
Bramati and Croux, 2007).

In recent years, many researchers developed robust
estimators in many areas, especially the linear regression.
Unfortunately, very few researches are available regarding
the robust estimation method m panel data.

dimensionalities of

Robust estimators have some highly desirable
properties of high breakdown point, high efficiency and
bounded influence (Bakar and Midi, 2015).

The basic models used for the analysis of panel data
are Fixed Effects (FE) and the Random Effects (RE)
models. In literature some researchers proposed robust
method for parameter estimation in panel data such as
Bramati and Croux (2007), Verardi and Wagner (2011) and
Bakar and Midi (2015).

Recently, Visek (2015) make use of Least Weighted
Squares (LWS) to estimate the model with fixed and
random effects using residual order statistic but he
employed classical centering method (mean centering)
which suffer much setback in the presence of outliers.

This motivated us to propose a new estimation
technique based on MM-centering Method, so as to
reduce the effect of outliers in the data. Two existing
centering methods were compared with the proposed
method in LWS for both fixed and random effect panel
data models.

MATERIALS AND METHODS

A panel data model consists of measurements taken
from many individuals over time, cross sectional and time
series dimension (Crowder and Hand, 1990). Panel data
sets allow to analyze a number of questions that could not
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be possible to address using only cross-section or only
time-series data sets. The panel data model 1s given
by:
Yo T W +X'1tB+elt (1)
i=12 . .. nandt=1 2, .,T
Where:
v, = The dependent (response) variables
%, = The kth independent (explanatory) variables
u, The unobserved time-invariant effects and
e, = The error term (disturbances) that 1s assumed to be
normal, uncorrelated across individual units and

time, 1.e., assumed strict no endogeneity 1s applied
(Wagenvoort and Waldmann, 2002)

The pooled OLS Model specifies constant
coefficients m Eq. 1, 1.e., the usual assumption for cross
sectional analysis, fixed effect model is when there is
correlation between x, and u, 1.¢., cov( x,, u) = Oand u, is
mcluded in the intercept while for the random effects
model the cov ( x,, 1) = 0 and u is included in the error
term for alli =1, 2, .. nt=1, 2 ..T 1e 8= ute,
E(e)=0,BE(e’) =040, and E(e,, g,) = var(u) = o, for all
t # s (Baltagi, 2001).

Data transformation within the time series base on
mean (mean centering) 1s not efficient n the presence of
outlying observations. The MM-estimate of location is
proposed which 1s more efficient and provide a high
breakdown peint. The median centering method proposed
by Bramati and Croux (2007) was found to produce
nonlinearity to the resulting transformed data which
caused the estimators to lose thewr equivariance
properties. Mean centering involve transforming Eq. 1 as
follows:

¥ = RyBte, 2

where: ¥, =v,7 and £,=x,% with:

— 1l _ 1l
Y. = ?thl)ct: X= ?thlxn

and the uncbserved time-invariant effect are eliminated.
The median centering employed median instead of mean
to each within time series as % =¥ median, {y,} and =%
median, {x,}. The MM-centering uses MM-estimate of
location which can be obtain by first computing S-
estimates of covariance and location as the initial scale
estimate 6. :

6, = min,s_(t) (3)

And the corresponding location S-estimate fL. is given as:

(i, = arg, mins_(t) (4)

Using the loss function of Tukey’s bisquare weight
with p function given by:
%Xﬁ-zl—zxuéxz, if‘x‘ <¢
p(x) =17 : )

X‘>C

E

By considering the location and shape estimates we
re-estimate M-estimate which gives 95% efficiency at
central model and ¢ is the tuning constant (Ruppert, 1992).
The transformed data was given in Eq. 2 where
Fo=Yubutvey md % =x-0{x} fori =1, 2, .., nandt=1,
2,..,T.

The estimation based on Visek (2015) technique
ivolves classical mean centering. The residual of the
(i, t)-th observations from Hq. 1 is given by:

H

rm(B) = Y1t-xpit' (6)

Let denote the g-th squared residuals order statistic
by !, (B) where = 1, 2, ..., n. T, So that:

Iy (B) =13y (B)=. .. 21,y (B) 7

Now, instead of minimizing the residual sum of
squares, we minimize the weighted sum of squares
residuals:

WSS(B.w)= 37w, (y,%B) ®

where the weight (wq) is defined as wpe [0,
1] forgq=1, 2, ..., nT. The Weighted Least Square
(WLS) estimator 1s given by:

B(WLS) = arg ming Z::Wq.l‘; (B) ©

The absolute residuals (ry(B)’s) value distribution
function denoted by IPy(r), its derivation shows that
B(wLs) 1s among the solutions of the normal equations
(Visele, 2011):

S w (B (5 (B)))x. (v, B) =0 (AO)

It has been prove that 15 consistent under the
following assumptions.

Assumption 1: The sequence of (x, e) fori1=1,
2, ,eet=1,2 .., Tis independent and identically
distributed (pt1) dimensional random variables.
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Assumption 2: Weight is generated as a monotone
function w ie., w, = wig-1/nT), wzw,>- 2w, with
w(0)=1.

Assumption 3: Taking F'y(r) = P(Ir, (B)|<r). The proof
1s the direct reformulation of the Visek (2011) for the
cross-sectional data framework.

For the Fixed Effect (FE) estimation, the above WLS
procedure was applied to the transformed data in Eq. 2 to
obtain the fixed weighted effect estimator (p(rwE)). For
the Random Effect (RE) estimmation, the transformed data
from Eq. 2 will be slightly modified by introducing known
as partially demeaned transformation given as:

ylt -e§1t = (X'1t _ein )B+81t (1 1 )

where 0 = 1-[¢’. (0°+T.0°)"] and the variances ¢*, and ¢,
can be estimated by employing the residuals of the OLS
estimator r,(p(oLs)) to obtained & and &I, so that,
& = &-57 . Replace 0 with 8 and apply WLS method to
the partially demeaned transformed data to obtamn random
weighted effect estimator (§(rwE)) . In general applymg
OLS to the transformed data gives the classical FE and RE
estimates, respectively.

RESULTS AND DISCUSSION

This study focuses on WLS based on three different
centering methods (mean, median and MM-centering ) for
fixed and random effect panel data models as well as
pooled OLS Model. We employed, Visek (2015) simulation
technique with R = 1000 number of replications to a
specified model:

Ve = 241X, 2., -3.x, Hd x o e (12)
fori=1,2,..,30t=12,.., 20andk=1,2,..,5

The explanatory variables x; and idiosyncratic error e,
are generated from standard normal distribution where the
unobserved time-mvariant variables u, are generated from
uniform u~U(0, 15) based on the assumption of fixed and
random effect model mentioned above for fixed effect
model the unobserved time invariant effect were added to
the explanatory variables.

Two types of data contamination were employed,
firstly,
(random contamination) secondly, concentrating the

random contamination over all observation

contamination in a few times series (block concentrated
contamination). The contaminations are done at both
Y-direction (vertical outlier) and X-direction (leverage

point). These make four different types of contaminations,
namely: random vertical outliers, random leverage, block
concentrated vertical outliers and block concentrated
leverage at two different contamination levels 15 and
25%.

Contaminations were created by adding to the Y’s
originally computed a term ~N(20, 1) for both random and
block concentrated Vertical outliers andsimilarly, replacing
the original generated value by a term ~N(10, 1) for both
random and block concentrated leverage points. For each
of the Replication (R) the coefficient b was estimated for
all the three methods WL S, FEW and RWE for the three
centering methods mentions. The empirical means and
variances of the estimates in this simulation with R = 1000
number of replications over the kth index was computed
using R package as:

Bl((index) _ %Z E Bl((mdex, k) @ar ( ﬁf:“‘“) ) _
BT [ ]

(13)

The performance of the methods was assessed based
on the bias and variance of the estimate. The estimate
with same value of the true coefficient and smallest
variance 1s the best and the most efficient. Table 1-5
present the performance of the three methods at different
contamination level.

Table 1 shows that robust methods employed have
equivalent performance with classical method in an
uncontaminated data (clean data). Although, classical
estimator performed poorly in the presence of outliers in
a data set for all the different contamination level
considered. Table 2-5 shows that the MM-centering
Method yield good and efficient result for both WLS,
FWE and RWE by providing an estimate very close to the
true parameter (smaller bias) and the smallest variance. For
the FE Model (when there is correlation between
unobserved effect and explanatory variables) FWE
estimator produces the best result but as in the
transformation method the unobserved effect 13 elimmated
this clearly shows that the intercept of FEW we will be
zero. Although, for the RE model (when there i1s no
correlation between unobserved effect and explanatory
variables) RWE estimator is the best. Moreover, for the
random and block contamination almost all the methods
produce the same result which indicates that employing
the order squared residual in obtaining weight has played
a significant roll. Tn this study only result for random
contamination was presented.
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Table 1: Parameter estimate of simulated panel data without contamination for WIS, FWE and RWE

Uncontaminated (clean) data

Mean centering Median centering MM centering
B (WLS) B (FWE) B RWE) B (WLS)  (FWE) B RWE) [ (WLS) } FWE) B RWE)
True coefficient (var(3)) (var()) (var(B)) (var(3y) (var(B)) (var()) (var()) (var(3)) (var(())
Po=2 2.00 0.00 1.99 2.00 0.00 1.99 2.00 0.00 1.99
(0.002) {0.000) (0.033) (0.003) (0.000) (0.031) (0.002) (0.000) (0.042)
B =1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(0.001) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Ba=2 2.00 2.00 2.00 2.00 2.00 2.00 2.00 2,00 2.00
(0.001) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
Bs=-3 -3.00 -3.00 -3.00 -3.00 -3.00 -3.00 -3.00 -3.00 -3.00
(0.001) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Ba=4 4.00 4.00 4.00 4.00 3.99 4.00 4.00 4.00 4.00
(0.001) (0.002) (0.002) (0.002) (0.005) (0.002) (0.002) (0.003) (0.002)

Table 2: Parameter estimate of simulated panel data when there is no correlation between unobserved effect and explanatory variables with random vertical
contamination for WLS, FWE and RWE

Mean centering Median centering MM centering
POVLS) BEFWE) [RWE) POVLS) PFWE) PRWE) POVLS) BEFWE)  [(RWE)
True coefficient (var@)  (var(By)  (var() (var(B)) (var((5)) (var(3)) (var(3)) (var(@yy  (var (B
15% contamination level
Ba=2 1.96 0.00 1.98 1.97 0.00 1.97 1.99 0.00 1.99
(0.021) (0.000) (0.018) (0.023) (0.000) (0.016) (0.007) (0.000) (0.005)
Bi=1 0.96 0.95 0.97 0.96 0.97 0.98 1.00 1.00 1.00
(0.023) (0.026) (0.015) (0.017 (0.014) (0.015) (0.008) (0.007) (0.004)
B=2 1.95 1.97 1.99 1.95 2.00 1.95 1.98 1.96 2.00
(0.025) (0.019) (0.014) (0.018) (0.014) (0.016) (0.007) (0.007) (0.004)
B;=-3 -2.96 -3.00 -3.00 -2.96 -2.96 -2.97 -2.97 -2.98 -3.00
(0.027) (0.012) (0.009) (0.0149) (0.015) (0.014) (0.009) (0.006) (0.003)
By=4 3.4 3.97 3.98 3.95 3.97 3.96 3.99 4.00 4.00
(0.027) (0.018) (0.012) (0.006) (0.015) (0.013) (0.007) (0.006) (0.004)
25% contamination level
Ba=2 1.85 0.00 2.03 0.00 1.87 1.88 1.96 0.00 1.98
(0.165) (0.000) (0.121) (0.123) (0.000) (0.135) (0.015) (0.000) (0.012)
Bi=1 0.79 0.67 0.85 0.86 0.79 0.86 0.97 0.95 1.01
(0.141) (0.172) (0.093) (0.107) (0.121) (0.124) (0.012) (0.016) (0.008)
=2 1.81 1.75 1.79 1.85 1.83 1.88 1.98 1.84 1.99
(0.153) (0.164) (0.081) (0.113) (0.116) (0.124) (0.012) (0.016) (0.007)
B;=-3 -2.63 -2.78 -2.68 =279 -2.70 -2.74 -2.97 -2.93 -3.00
(0.144) (0.171) (0.079) (0.122) (0.109 (0.123) (0.012) (0.016) (0.007)
By=4 372 3.69 372 3.67 3.67 3.67 3.97 3.91 4.00
(0.141) (0.166) (0.093) (0.152) (0.109) (0.124) (0.013) (0.018) (0.006)

Table 3: Parameter estimate of simulated panel data when there is correlation between unobserved

contamination for WIS, FWE and RWE

effect and explanatory variables with random vertical

Mean centering Median centering MM centering
BWLS) [EWE) [(RWE) BCWLS) BEWE) BERWE) BCWLS) PFWE)  [RWE)
True coefficient (ar(®))  (var(B)  (var(B) (var(B)) (var(B)) (var(B)) (var(B)) var(@)y  (var(B))
15% contamination level
Ba=2 1.92 0.00 1.93 1.95 0.00 1.94 1.97 0.00 1.95
(0.017) (0.000) (0.012) (0.015) (0.000) (0.014) (0.006) (0.000) (0.009)
Bi=1 0.94 0.96 0.93 0.94 0.99 0.95 0.98 1.00 0.98
(0.012) (0.008) (0.009) (0.0012) (0.007) (0.007) (0.003) (0.003) (0.006)
B,=2 1.95 1.97 1.95 1.96 1.98 1.96 1.98 2.00 2.00
(0.012) (0.008) (0.009) (0.012) (0.008) (0.009) (0.006) (0.002) (0.006)
B;=-3 -2.93 -2.96 -2.96 -2.95 -2.97 -2.97 -2.99 -3.00 -2.99
(0.011) ( 0.009) (0.010) (0.020) (0.009) (0.009) (0.005) (0.003) (0.005)
By=4 3.95 3.97 3.95 3.96 3.98 3.96 3.98 3.99 4.02
(0.010) (0.009) (0.013) (0.016) (0.009) (0.010) (0.006) (0.003) (0.009)
25% cntamination level
Ba=2 1.83 0.00 2.04 1.86 0.00 2.03 1.92 0.00 2.02
(0.103) (0.000) (0.142) (0.104) (0.000) (0.014) (0.009) (0.000) (0.012)
B=1 0.79 0.82 0.83 0.90 0.92 0.90 0.91 1.00 0.98
(0.131) (0.098) (0.097) (0.103) (0.100) (0.086) (0.008) (0.004) (0.007)
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Mean centering Median centering MM centering

BOWLS) [BEWE) [(RWE) BCVLS) BEWE) BERWE) BCWLS) PEWE) BERWE)
True coefficient (var(3)) (var(®))  (var()) (var()) (var(3)) (var(B)) (var(B)) (var(B)) (var(B))
Ba=2 1.84 1.87 1.86 1.88 1.89 1.89 1.93 1.08 2.00

(0.108) (0.105) (0.107) (0.102) (0.093) (0.088) (0.009) (0.004) (0.008)
B,=-3 -2.86 -2.87 284 2291 -2.90 -2.90 292 -3.00 -2.99

(0.106) (0.096) (0.106) (0.103) (0.093) (0.087) (0.009) (0.004) (0.008)
Ba=4 3.89 3.81 3.79 3.89 3.92 3.90 3.93 3.99 4.01

(0.109) (0.098) (0.110) (0.105) (0.094) (0.088) (0.009) (0.005) (0.009)

Table 4: Parameter estimate of simulated panel data when there is no correlation between unobserved effect and explanatory variables with random leverage
contamination for WLS, FWE and RWE

Mean centering Median centering MM centering
BWLS) [EFWE) [RWE) BCWLS) PEWE) BEWE) [FCWLS) FEWE) [RWE)
True coefficient (var(@))  (var(®)  (var(B) (var(B)) (var(B)) (var(B)) (var(B)) (var(@))  (var(B))
15% contamination level
Bp=2 1.78 0.00 1.89 1.76 0.00 1.90 1.86 0.00 1.95
(0.103) (0.000) (0.100) (0.132) (0.000) (0.020) (0.067) (0.000) (0.022)
Bi=1 0.84 0.81 0.87 0.82 0.80 0.87 0.91 0.88 0.97
(0.126) (0.120) (0.105) (0.122) (0.121) (0.105) (0.067) (0.083) (0.020)
=2 1.79 1.77 1.82 1.80 1.75 1.84 1.89 1.87 1.96
(0.110) (0.121) (0.105) (0.122) (0.121) (0.104) (0.065) (0.086) (0.020)
B;=-3 -2.82 -2.80 -2.87 -2.80 -2.79 -2.89 -2.93 -2.88 -2.97
(0.102) (0.100) (0.108) (0.120) (0.122) (0.104) (0.065) (0.087) (0.021)
By=4 3.85 3.82 3.90 3.83 384 3.91 3.91 4.90 3.98
(0.110) (0.109) (0.019) (0.121) (0.121) (0.105) (0.067) (0.083) (0.020)
25% contamination level
Ba=2 1.71 0.00 1.75 1.72 0.00 1.78 1.83 0.00 1.93
(0.682) (0.000) (0.744) (0.656) (0.000) (0.545) (0.102) (0.000) (0.042)
Bi=1 0.80 0.76 0.81 0.78 0.74 0.87 0.87 0.84 0.96
(0.713) (0.870) (0.665) (0.587) (0.645) (0.534) (0.091) (0.103) (0.035)
=2 1.72 1.71 1.70 1.74 1.71 1.80 1.85 1.83 1.93
(0.710) (0.856) (0.665) (0.586) (0.645) (0.532) (0.095) (0.106) (0.033)
B;=-3 -2.76 -2.74 -2.80 -2.76 -2.74 -2.83 -2.90 -2.82 -2.94
(0.713) (0.876) (0.666) (0.587) (0.586) (0.534) (0.093) (0.103) (0.034)
Ba=4 3.81 371 3.79 3.79 377 3.85 3.88 4.85 3.95
(0.714) (0.879) (0.669) (0.587) (0.591) (0.532) (0.093) (0.103) (0.03)

Table 5: Parameter estimate of simulated panel data when there is correlation between unobserved effect and explanatory variables with random leverage
contamination for WLS, FWE and RWE

Mean centering Median centering MM centering
PWLS) [FWE) [(RWE) PWLS) PEFWE) PRWE) PWLS) PEFWE) [RWE)
True coefficient (var@)  (var(B)  (var() (var(@)) (var((5)) (var(3)) (var(3)) (var@))  (var(G))
15% contamination level
Ba=2 1.75 0.00 1.87 1.76 0.00 1.84 1.85 0.00 1.90
(0.112) (0.000) (0.107) (0.132) (0.000) (0107 (0.064) (0.000) (0.062)
Bi=1 0.84 0.88 0.87 0.82 0.86 0.83 0.91 0.96 0.89
(0.128) (0.101) (0.105) (0.122) (0.112) (0121 (0.063) (0.027) (0.054)
=2 1.79 1.86 1.82 1.80 1.85 1.81 1.89 1.97 1.91
(0.110) (0.101) (0.105) (0.122) (0.109) (0117 (0.063) (0.0260) (0.053)
B;=-3 -2.83 -2.89 -2.87 -2.80 -2.90 -2.82 -2.93 -2.98 -2.92
(0.108) (0.102) (0.108) (0.120) (0.109) (0115 (0.063) (0.025) (0.053)
Ba=4 i 3.90 392 3.83 392 387 390 4.97 3.90
(0.108) (0.102) (0.10%) (0.121) (0.103) (0.116) (0.067) (0.025) (0.062)
25% contamination level
Bp=2 1.73 0.00 1.74 1.73 0.00 1.75 1.83 0.00 1.84
(0.694) (0.000) (0.644) (0.673) (0.000) (0.645) (0.102) (0.000) (0.103)
Bi=1 0.81 0.83 0.78 0.77 0.86 0.82 0.87 0.97 0.91
(0.721) (0.530) (0.654) (0.687) (0.555) (0.678) (0.091) (0.033) (0.094)
B=2 1.72 1.71 1.70 1.74 1.79 1.75 1.85 1.93 1.83
(0.710) (0.532) (0.655) (0.586) (0.555) (0.672) (0.095) (0.034) (0.103)
B;=-3 =275 -2.82 -2.82 -2.75 -2.84 -2.78 -2.90 -2.95 -2.87
(0.722) (0.533) (0.656) (0.686) (0.554) (0.678) (0.093) (0.034) (0.103)
By=4 3.80 3.81 376 3.78 3.86 3.80 388 396 3.86
(0.718) (0.541) (0.659) (0.686) (0.554) (0.678) (0.093) (0.033) (0.121)
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The performance of median-centering is not much
significant due to the non-linearity causes by its
transformation technique (Maronna ef al., 2006).
Although, mean-centering did not resist to the effect of
outliers due its low power and 0% breakdown pomt.

CONCLUSION

A very low level of contamination by means of
outliers or leverage points mn panel data set causes bias in
ordinary least square estimation. This study focus on
robust estimation for both fixed and random effect
models using WLS with different centering methods.
Tt is very necessary for econometricians to know the
effect of outlying observations and to also know the
importance of robust methods. The simulation study in
this paper shows that the new proposed §(RWE) and (FWE)
based on MM-centering method is the most highly robust
and efficient as it provides the smallest bias and smallest
variance of the estumate at different contammation
levels.

RECOMMENDATIONS

To improve the robust method of estimation based
on WLS in panel data, the robust technique used for the
identification of outliers 1s needed to first identify the
outlying observations and then apply a robust weighting
function such as Huber, Hampel and Turkey bisquare to
down weight the effect of outlier.
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