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Abstract: The main focus of the proposed system is to handle gene expression datasets of the cancer patients.
As per the demography study, the maximum females case suffering with cancer which could be traced by the
genes available in their blood, samples. An algorithm 1s proposed in such a way that which infers in directly
predicting the probe set value which indicates at which gene levels, the human 1s suffering from the research
entitled above. The proposed system obtained good result when there is relevant data in the knowledge base,
but if failed when there is out loss in data for aveiding this problem, the proposed algorithm is a modified and
extended approach of Particle Swarm Optimization (PSO) to find out the exact optimistic gene from which the
patient 1s been lead to cancer at particular levels. An introduced concept namely SIFTS parameter where
identification of gene levels are traced at 65-95%. The subsequent outputs which are obtained are giving better
results compared with previous research. For this analysis we had considered Poor Differentiated normal cancer
(PD) from CPDR datasets supported by IRC and authorized WAMPR, US. The data 1s consistent and provided
better results.
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INTRODUCTION

The term bioinformatics (De Souto et of, 2012;
Taskowiak et al., 2012; Ribeiro et al., 2010) was coined by
Paulien Hogeweg for the study of informatic processes in
bicinformatics stems. Tt was used in genomics and
genetics, particularly in those areas of genomics involving
large-scale DNA sequencing. Bioinformatics can be
defined as the application of computer technology to the
management of biological information. Bioinformatics is
the science of storing, extracting, orgamzing, analyzing,
mterpreting and utilizing information from biological
sequences and molecules. It has been mainly fueled by
advances in DNA sequencing and mapping techniques.
The primary goal of bioinformatics (Robinson and Speed,
2007) is to increase the understanding of biological
processes. Some of the grand area of research in
bioinformatics includes:

Sequence analysis of gene: Sequence analysis is the most
primitive operation in computational biology and for this
proposed approach. This operation consists of finding
the part of the biological sequences which are alike and

differ during medical analysis and genome mapping
processes. The sequence analysis implies subjecting a
DNA or peptide, sequence databases, repeated sequence
searches or other bioinformatics methods on a computer
which 1s the major study in this research.

Genome annotation: In the context of genomics,
annotation is the process of marking the genes and other
biological features in a DNA sequence for producing
elaborated datasets which are useful in making or creating
an occurrence to be happened. A smarter approach is
added to the convolution method proposed, so that, it
yields annotations results in hugh.

Analysis of mutations in cancer: In cancer, the genomes
of affected cells are rearranged in complex or even
unpredictable ways. Massive sequencing efforts are used
to 1dentify previously unknown mutations in a variety of
genes m cancer. Bioinformaticians continue to produce
specialized automated systems to manage the sheer
volume of sequence data produced and created new
algorithms and software’s to compare the sequencing
results to the growing collection of human genome
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sequences and germline polymorphisms. New physical
detection technologies are employed such as
oligonuclectide microarrays (Bose et al., 201 3; Jaskowiak
et al., 2013) to identify chromosomal gains and losses and
single-nucleotide polymorphism arrays to detect known
point mutations.

Applications of bioinformatics:

¢ Genomics/proteomics and X-omics

*  Computer aided drug design

*  Computational resources

*  Applications and databases

¢ Information technology and management
*  Drug design and development

Gene expression data

Gene expression dataset (Costa et al., 2002, 2004, 2009):
In this module the dataset is defined. Sequence of actions
to be carried out on those datasets is defined amongst the
file for reading, loading and connecting to dataset
repository. The proposed system has been applied to
cancer dataset. In addition, the proposed system has been
modified, tuned and tested agamst Center for Prostate
Disease Research (CPDR) cancer datasets to boost the
confidence in applying the proposed system to different
cancer types and to emphasize the suitability of the
proposed system to be applied in this sensitive domain.

Preprocessing module: According to the dataset defined
i the gene expression dataset module, preprocessing
module prepares the dataset to be manipulated.
Preparation includes filtering, thres holding, logarithmic
transformation and data normalization. Those procedures
are essential to be done before actual classification
(Lorena et al., 2008, 201 2) take place.

Gene selection module: Tn terms of cancer classification
(Lorena et al., 2012; Ramachandro and Bramaramba, 2015,
2016, 2017), this massive number of microarray data
doesn’t bring more discrimmative power but they
degrade the accuracy of the classifier. Thus, features need
to be decreased to a feature subset with the most
significant features or genes that are capable of
discriminating different classes. So, the objective of
feature selection is:

*  Gene i1s a stretch of DNA that encodes information

*  Gene expression 1s the process by which information
from a gene 1s used in the synthesis of a functional
gene product

+  Expression level of genes in an individual that is
measured through microarray

* Gene expression 1s the process by which the
mformation encoded m a gene 1s used to direct the
assembly of a protection molecule

RNA

Protein
Fig. 1: Converts DNA to RNA and RNA to protein

* (Qene expression 18 explored through a study of
protein structure and function, transcription and
translation, differentiation and stem cells

» It is the process by which information from a gene 1s
used in the synthesis of functional gene product

Figure 1 shows the DNA makes RNA and RNA
makes protem. In ligher organisms, the hereditary
material, DNA 1s located in the cell nucleus. The DNA in
human cell contains about 100,000 genes, located on 46
chromosomes. The genetic information in the DNA is
stored as a sequence of bases called nucleotides.

Figure 2 shows the microarray method used to check
gene expression and the microarrays of DNA chips use
thin glass microscopic slide or silicon chip.

Figure 3 shows the microarray technology 1s used to
learn about genes which are expressed differently mn a
target sample compared to a control sample.

Microarray: DNA microarrays provide a natural medium
for the exploration. The model orgamsms are the first for
which comprehensive genome-wide surveys of gene
expression patterns or function are possible. The results
can be viewed as maps that reflect the order and logic of
the genetic program, rather than the physical order of
genes on chromosomes.

Exploration of the genome using DNA microarrays
and other genome-scale technologies should narrow the
gap 1n our knowledge of gene function and molecular
biology between the current favored model organisms and
other species.

Figure 4 gives the gene expression analysis using a
DNA microarray. In this illustration, CPDR samples are
compared.

Using DINA microarrays to study gene expression on a
genomic scale: The study of gene expression on a
genomic scale is the most obvious opportunity made
possible by complete genome sequences of the model
organisms and experimentally the straightest forward.

Three characteristics of the regulation of gene
expression at the level of transcript abundance account
for the great value and appeal of genome-wide swrveys of
transcript levels:
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Microarray chip

Fig. 2: Microarray chip using gene expression

Microarray chip

Fig. 3: Microarray chip with gene samples
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DNA microarray
Fig. 4 Conversion using DNA microarray

*  Feasible DNA microarrays makes easy to measure the
transcripts for every gene at once

¢ The tight connection between the function of a gene
product and its expression pattern

*  Asarule, each gene 1s expressed in the specific cells
and under the specific conditions in which its
product makes a contribution to fitness

Literature review: A systematic survey of gene
expression in 115 human tissue samples representing 35
different tissue types, using microarrays representing
approximately 26,000  different
Unsupervised hierarchical cluster analysis (Costa ef al.,

human  genes.

1 sample

Gene Gene
expression

2009, De Souto ef al, 2010; Maj and Das, 2012,
Schonhuth et al., 2009) of the gene-expression patterns in
these tissues identified clusters of genes with related
biological functions and grouped the tissue specimens n
a pattern that reflected their anatomic locations, cellular
compositions or physiologic functions.

To swvey gene expression across normal human
tissues, analyzed speclmens
representing 35 different human tissue types, using
microarray representing 26,260 different genes. To explore

115 normal tissue

the relationship among samples and underlying features
of gene expression an unsupervised two way hierarchical
clustering (Balamurugan et al., 2014, 2015; Ramachandro
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and Bhramaramba, 2016) method using the 3,592
microarray representing 3,960 different uni gene clusters
whose expression varied most across samples overall,
tissue samples clustered in large part according to their
anatomic locations, cellular compositions or physiologic
functions.

The gene expression (Babu et al., 2015; Ferreira, 2002;
Robinson et af., 2010) data for a cancer detecting model
using incremental fuzzy mining (Tauhari and Rizvi, 2014)
based on the study of gene function to determine if a cell
or tissue can go cancerous. Though, this test has been
performed on each and every cell in the body to ensure a
total result.

The gene expression pattern (Babu et al., 2015) of a
tumor can provide a distinctive molecular portrait
recognizable m successive samples over time and in
metastases. How distinctive and consistent are the gene
expression patterns in  individual hepatic
carcinomas.

cellular

The expression of many genes can be determined by
measuring cancer levels with various techniques such as
microarrays, Expressed Sequence Tag (EST) sequencing,
Serial Analysis of Gene Expression (SAGE) tag
sequencing, Massively Parallel Signature Sequencing
(MPSS) or various applications of multiplexed in-situ
hybridization, etc. All of these techniques are extremely
noise-prone and subject to bias in the biological
measurement.

Here, the major research area involves developing
statistical tools to separate noise in high-throughput gene
expression studies. Gene expression is measured in many
ways 1ncluding protein expression, however, protein
expression is one of the best clues of actual gene activity
since proteins are usually final catalysts of cell activity.

Protein microarrays and high tlroughput mass
spectrometry can provide a snapshot of the proteins
present in a biological sample. Bicinformatics is very

much mvolved in making sense of protein microarray and
HT-MS data.

Several methods have been proposed in the literature,
however: It 1s not clear how the different techniques
compare with each other with respect to the biclogical
relevance of the clusters as well as with other
characteristics such as robustness and sensitivity to
noise.

No guidelines concerning the choice of the methods
are currently available. There are several options used in
MATLAB Software (Prasad et al., 201 6a, b) to identify the
clustering of microarray data, import data, normalization
and standardization using clustering techniques but there
15 no mformation on visualization of plots based on
parallel co-ordination methods.

The analysis is based on the subsets of groups and
first to classify the data in clustering method and
comparing these two groups by normalized data to
standardizing the data

Cancer datasets overview: Cancer 1s leading cause of
death worldwide accounting to 14 million new cases and
8.2 million deaths every year. But today’s modern science
can boast of know-how to treat cancer but only if
detected in early stages. The bottom line i1s that
survivability depends on early detection. There are
modem methodologies within medical sciences and
information technology together which can detect cancer
but only after it has assumed a fatal form.

As most methods rely upon matching known cancer
strands with samples, they are capable of detection but
fail to predict. Further, they fail to detect any unknown
strands of cancer. A study at the gene level can provide
sufficient information to predict and diagnose cancer even
before it has affected body. Later, the gene study does
not rely upon exact pattern matching behavior pattern for
prediction and detection, it has a better chance of
detecting any previously unknown forms of cancer.
Hence, 1t 1s of utmost importance while predicting cancer
samples are studied at gene level to ensure proper and
correct prediction

Types of cancer:

s+ Cancer through tumors
model)

+  Lung cancer

*  DBreast cancer

*»  Colon and rectal cancer

*  Endometrial cancer

(for the proposed

s Pancreatic cancer
»  Kidney cancer

*  Prostate cancer

»  Thyroid cancer

s+ Leukemia

Features of cancer datasets considered in this approach:
These are the micro array data representation of the
information collected from Poorly Differentiated (PD)
datasets (Balamurugan et af, 2014). These datasets in
each tuple represents a unique probe set.

The probe sets would be having similar kind of gene
bank (Sequence ID) based on the PD attribute values
entered.

The most probably the databases are collected from
CPDR gene expression data (Vadamodula et al., 2018) for
tumor affected persons.

CPDR tumor-benign 80 gene chip dataset from 40
patients specimens were obtained under an TRB-approved
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Table 1: Feature attributes considered for the design of user interface as
shown in study

Database Scientificnamne

Abbreviation Name of the attribute used name as in dataset

HGU133A  Oligonucleotide human genome  S1 21-N-PD
EST Expressed sequence tag S2 22-N-PD
HG Hypothetical genes 53 23-N-PD
BUTP BRictinylated UTP S4 24-N-PD
BCTP Biotinylated CTP S5 25-N-PD
QIAGEN  QIAGEN RNeasy 86 26-N-PD
CRNA Biotin cRNA S7 27-N-PD
HHGUI133A Hybridized HG U1334 S8 28-N-PD
COB2 Control oligo B2 59 29-N-PD
CCRNA Control cRNA S10 30-N-PD
FCRNA Fragmented cRNA S11 31-N-PD
RSH Rotisserie hybridization 512 32-N-PD
FSP Fluidics station protocol 513 33-N-PD
SSPETS 0.5 x SSPE-T S14 34-N-PD
X Triton X-100 S15 35-N-PD
RSO Rotisserie Oven 816 36-N-PD
SPH Streptavidin phy coerythrin 517 37-N-PD
SSPET6 6 X SSPE-T bufter S18 38-N-PD
SIGMA Acetylated bovine serurn albumin  S19 39-N-PD
GS0 Genearray scanner observation 520 A0-N-PD
protocol  from  patients treated with Radical

Prostatectomy (RP) at Walter Reed Army Medical
Center (WRAMC).

From over 300 patients two groups were selected
which had prostate tumors with either Well Differentiated
(WD) or Poorly Differentiated (PD) after radical RP.

The PD group had Gleason score 8-9, seminal vesicle
invasion and poorly differentiated tumor cells, the Well
Differentiated (WD) group had Gleason score 6-7, no
seminal vesicle mvasion and well to moderately
differentiated tumor cells. Compatible specimens were
selected from age and race (Caucasians) matched PD or
WD patients (Lorena ef al, 2012). Table 1 feature
attributes considered for the design of user interface as
shown n this study.

Existing and proposed system

Existing system: In recent years, there have been various
efforts to overcome the limitations of standard clustering
approaches for the analysis of gene expression
(Vadamodula et al., 2018) data by grouping genes and
samples simultaneously. The underlying concept which
is often referred to as bi-clustering, allows to identify sets
of genes sharing compatible expression patterns across
subsets been

of samples and its usefulness has

demonstrated for different organisms and datasets.

Proposed system: The main objective is to identify the
most promising gene from CPDR cancer datasets
(Prasad and Rao, 2015) to predict the role of its own
increasing the levels of cancer in human cadaver. A
software application is developed which involves the
below mentioned categories.

To collect the data from consistent repositories,
study and represent the same using microarray data. To
organize the microarray data mto spatial reference using
30 fold cross validation method for obtaimng ranks of
CPDR cancer attributes based on its probe sets and later
the same 1s allocated to its referenced classes A-E,
respectively .

To reduce the dimensionality of the microarray data
using existing PSO Algorithm (Cura, 2012). To reduce the
dimensionality of the microarray data using the proposed
genetic algorithm with SIFT parameter.

Comparative study to predict the most unfair gene
targets for cancer and to identified the path way
involvement of the resultant genes and validate their role
in causing the cancer disease using generic parameter,
that 13 efficiency, accuracy and precision.

MATERIALS AND METHODS

The net framework: The net framework 1s a revolutionary
platform that helps to write the applications in Windows.
The net framework applications are multi-platform
applications. The framework has been designed in such a
way that it can be used from any of the following
languages: C#, C+, Visual Basic, Tscript, COBOL, etc. All
these languages can access the framework as well as
communicate with each other.

The net framework consists of an enormous library of
codes used by the client languages such as C#.
Integrated Development Environment (IDE) for C#.

Microsoft provides the following development tools for C#
programming:

s Visual Studio 2010 (VS)
*  Visual C# 2010 Express (VCE)
+  Visual Web Developer

The above tools are considered in developing the
software tool proposed. The representation of the same 1s
mentioned in study.

Introduction to Particle Swarm Optimization (PSO): P3O
1s a heuristic technique (Balamurugan ef al., 2014) with the
latest evolutionary and population-based optimization
algorithms (Balamurugan e# a/., 2015; Ramachandro and
Bhramaramba, 2016 Vadamodula et al., 2018) which can
simulate bird flocking or fish schooling behavior. PSO
searches for the optimum solution in the search space. A
problem-specific  fitness employed to
determine the next search step. Each particle’s movement

function 1s

15 the composition of a velocity and tworandomly
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CPDR PD gene

Arrangement of
sequence IDS of

expression the genebank
datasets using general Attributes
USUHS sorted order for ranking through,
series AA-A so, fold cross
. - validation
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S S sequence Id
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AA | 3343 by the system for
AB | 1009 identification of the class
AC 157
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through optimization

Fig. 5: Schematic view of the proposed system on pd gene expression datasets for classification

weighted mfluences. The two randomly-weight influences
are mndividuality or the tendency to return to its best
previous position and sociality or the tendency to move
towards its neighborhood’s best previous position When
compared to many of the other population-based
approaches such as other well-known genetic algorithms,
the convergence rate of the population is much slower for
PSO. Thus, there is no need for any extra mechanism such
as the mutation operator m genetic algorithms to diversify
different areas of the search space.

PSO algorithm: The PSO algorithm written in pseudo
code as follows for the proposed research.

Algorithm 1; Parameters:
A: Population of events. pi: position of agent ai in solution space
f: Objective function. vi: Velocity of agents ai
V(a) : Neighborhood of agent a, (fixed)

[x*] =P8O()
p =Particle-Tnitialization();

Fori=1 to it-max

For each particle p in P do

fp =1(p)
if fp beter than fipbest)
pbest=p
End
End
Continued on Next Slide-

gbest=bestp in P
For each particle p in P do
= vitcl *rand()*(pbest-p)tc2*rand() *(gbest-p)
p=ptv
End
End algorithm
Particle update rule

p=ptv
with
v = v+cl *rand() *(pbest-p)+c2*rand{){gbest-p)
where
p: particle position v: path direction cl: cognitive leaming
constant
¢2: social learning constant (Continued on Next Slide) pbest: best

position of the particle
rand: a random variable

gbest: best position of the swarm

Figure 5 shows the complete implementation
procedure of the 30 fold cross validation method at caring
for high and low level classes for classification.
Genetic algorithms: Genetic Algorithm (GA) is a
probabilistic algorithm simulating the mechanism of
natural selection of living organisms and is often used to
solve problems having expensive solutions. In GA, the
search space 1s composed of candidate solutions to the
problem each represented by a string 1s termed as a
chromosome. Each chromosome has an objective function
value called fitness. A set of chromosomes together with
their associated fitness is called the population. This
population at a given iteration of the genetic algorithm 1s
called a generation.
Selection rules: Select the individuals called parents
which contribute to the population at the next
generation.

Crossover rules combine two parents to form children
for the next generation. Mutation rules apply random
changes to mdividual parents to form children.
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Algorithm 2; implementation of proposed genetic
Algorithms Rsearch:

/*... Pseudo Code for Genetic Proposed...*/

namespace Simple Genetic Algorithm

public delegate int Fitness Delegate (object chromosome Representation)
public delegate Chromosome Pair Selection Delegate ()
public struct Chromosoime Pair
{public Chromosome Parent 1
public Chromosome Parent 2}
/*.. Pseudo Code for representing Chromosome. .. */
public clags Chromosome

public string Chromosome String {set, get}
public int Calculate Fitness (Fitness Delegate fitness Function)
{retum fitnessFunction(Chromosome String)}
public static int SumStringCharacter(object chromosomestring)

{

int surm = 0; foreach (char ¢ in (string)chromosomestring)

if (c="19 { sumt+; }
elseifc ="M {}
else

{

} retum sum

/*...Pseudo Code for representing Chromosome.. . */
public Chromosome()
{Random r = new Random (Convert. To Int 32 (Date Time. Now. Ticks
2% Int16.Max Value)) this. ChromosomeString = String Empty
for (int i = 0; i<8; i++)
{this.ChromosomeString +="" + r.Next() %6 2}
Thread.Sleep(1)

}

)
/% .. Pseudo Code for representing Chromosome Entry. .. %/
public Chromosome Mutate{Chromosome entry)

Random r = new Random (Convert. To Int 32 (Date Time. Now. Ticks
% Intl6.MaxValue))

bool do Mutation = (((r.Next()%6100))<Mutation Probability)
Chromosome ret = new Chromosome()

ret.ChromosomeString = entry.ChromosomeString; it (dobMutation)

if (entry.ChromosomeString. Index Of('0") >= 0)
{

Classification and categorization of gene
‘ expression using optimal and stochastic

approaches: a survey on consistent cancer gene

datasets

Database display

biyte[] tmp = get Byte Amray From String (entry. Chromosome $tring) trmp
[entry. Chromosome String, Index Of (F07)] =1

ret. ChromosomeString = get String From Byte Array (tmp)
}

} return ret

}

1+, Pseudo Code for representing Class of Genetic. ../
class Genetic

{
public void algorithm{)
{

Generation Manager manager = new GenerationManager()
Console. WritelLine("First gen’™)
Chromosome[] Gen = manager.CurrentGen
Console.WriteLine(“First Generation Before mutation Childrens™)
List<Chromosome> nextgen = new List<Chromosome>()

foreach (ChromosomePair p in pairs)
{

Chromosome Pair pair = manager. Crossover (p)
if (pair.parent2 = null)

{Console. Write Line (pair. parent 1. Chromosome String) nextgen. Add
(pair.parent1)}
else

nextgen. Add{pair.parent1)
nextgen. Add(pair.parent2)
ISR

RESULTS AND DISCUSSION

Resultant outcomes: Table 2 shows slots representing
ther input parameter entry through the user interface
developedand the slots clearly differentiates that there 1s
a change in each and every attribute for the change of
case which is required for comparitive study (Fig. 6 and 7).

Table 3 shows slots representing ther input parameter
entry through the user interface developedand the slots
clearly differentiates that there is a change in each and
every attribute for the change of case which 1s required
for comparitive study. Color red indicates the change in

Fig. 6: The home page of the proposed software tool on a standalone system
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M 304761 M 18532.1)
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Enler 512 Vake Enter 518 Vala

M. 228476 M 20068 5 i 10,7343 M 155083 ) (Min: 664838 Maw: 1B048.2)

Clear Subat

{Min: 198505 Ma: 211713 M 131574 Mo 206183

Fig. 7: The above home pages shows the to enter the input values through the keyboard of 20 attributes

Table 2: Entry of user interface elements representing the elements 21-30

81-(21-Cas
Case eN-PD) 852 (22-N-PD) 83 (23-N-PD) 84 (24-N-PD) 85 (25-N-PD) 86 (26-N-PD) 87 (27-N-PD) 88 (28-N-PD) 89 (29-N-PD) S10 (30-N-PD)
1 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
2 2.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
3 3.38152 5.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
4 3.38152 6.53348 21.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
5 3.38152 6.53348 22.0793 2.83505 4.68055 5.35682 7.41108 5.68163 124103 6.93741
6 3.38152 6.53348 22.0793 3.83505 3.68055 5.35682 7.41108 5.68163 12.4103 6.93741
7 3.38152 6.53348 22.0793 3.83505 4.68055 4.35682 7.41108 5.68163 12.4103 6.93741
8 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 6.41108 5.68163 12.4103 6.93741
9 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 4.68163 12.4103 6.93741
10 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 11.4103 6.93741
11 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 5.93741
12 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
13 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
14 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
15 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
16 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
17 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
18 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
19 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741
20 3.38152 6.53348 22.0793 3.83505 4.68055 5.35682 7.41108 5.68163 12.4103 6.93741

Table 3: Entry of user interface elements representing the elements 31-40

811 (31-  S$12(32- §19(30-  $20 (40N
Case N-PD) N-PD) 13 (33-N-PD) S14 (34-N-PD) S15(35-N-PD) 816 (36-N-PD) S$17 (37-N-PD) 818 (3&-N-PD) N-FD) __ -PD)
1 3.96624  13.9652 31.0702 22.53 49,0503 18.7165 7.15865 11.8721 5.38809 6.01278
2 306624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 6.01278
3 3.96624  13.9652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 5.38809 6.01278
4 3.96624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 6.01278
5 396624 13.9652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 5.38809 6.01278
6 3.06624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 6.01278
7 3.96624  13.9652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 5.38809 6.01278
8 3.06624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 6.01278
o 396624  13.9652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 5.38809 6.01278
10 396624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 601278
11 396624  13.9652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 538809 6.01278
12 296624  13.9652 31.0702 22.53 40,0503 18.7165 7.15865 11.8721 538809 601278
13 396624 129652 31.0702 22.53 49.0503 18.7165 7.15865 11.8721 538809 6.01278
14 396624  13.9652 300702 22.53 40,0503 18.7165 7.15865 11.8721 538800 601278
15 396624 13.9652 31.0702 21.53 49.0503 18.7165 7.15865 11.8721 5.38800 6.01278
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Table 3: Continue
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$11 (31-  S812(32- $19 (39-  $20 @0-N
Case N-PD) N-PD) S13(33-N-PD) 814 (34-N-PD) S15(35-N-PD) $16 (36-N-PD) 817 (37-N-PD) 818 (38-N-PD) N-PD) -PD)
1l 3.96024 13.9652 31.0702 2253 48.0503 18.7165 7.15865 11.8721 538809 6.01278
18 3.96624 13.9652 31.0702 2253 49.0503 18.7165 6.15865 11.8721 538809 6.01278
19 3.96024 13.9652 31.0702 2253 49.0503 18.7165 6.15865 10.8721 538809 6.01278
20 396624 13.9652 31.0702 22,53 49.0503 18.7165 6.15865 11.8721 4.38809 6.01278
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Fig. 8: The above pictures shows the after enter the input values through the keyboard of 20 attributes

i range

Classification and Categorization of Gene Expression using Optimal

and stocastic approaches
A Survey on C cancer Gene

This is Related 1o Class A

PSO Percentage

Adavanced Genelic Percenlage
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SIFT Parometer-|
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Fig. 9: The above screen shot shows the to change the SIFT parameter values of the giving the minimum values to
maximimum value from-to fields

the value which 1s majorly required for prediction of the
conceren classes. Figure 8-10 discribes the user interface
approach of Table 2 and 3 as represented.
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Table 4: Change in SIFT parameters

No. of No. of No. of No. of

5. No. record sift-1 record sift-2  record sift-3 record sift-4
1 7958 7948 7933 7918

» L] L] L]

L] - - -

» L] L] L]
2 7958 7948 7933 7918
3 7958 7948 7933 7918
4 7958 7948 7933 7918
5 7958 7948 7933 7918
6 7941 7948 7933 7918
7 7941 7948 7933 7918
8 7941 7948 7933 7918
9 T941 T926 T933 789
10 7941 7926 7933 7896
11 T941 T926 To11 789
12 7941 7948 7911 7896

] . . L]

. L] L] -

] . . L]
13 7941 7926 7911 7896
14 T941 T926 To11 789
15 7936 7926 7911 7896
16 7936 7926 7911 7896
17 7936 7921 To11 789
18 7936 7921 To11 789
Total records 434 424 409 —
traced

CONCLUSION

The proposed research had given surprisingly better
solutions for the attributes entered not <50% accurately,
towards the provided user interface. As mentioned the
accuracy of entering data into User mterfaces. When
increased to 80 or 90% the data in the knowledge base is
not available and the resultant output screen displayed
that the number of non matches are max compared with
matches. Here, the probe set with higher matches is target
and further the probe set is classified into its relevant
class. In later stage, the classifier considered the non
monotonic value, 1.e., by default 51 for tracing the SIFT
parameters values obtained at the levels 95, 85, 75 and

65%, respectively. The observations are noted m such a
way that the optimistic values either or nor giving better
result at stages SIFT-1 or 2 parameters, maximum
failed at SIFT-3. A
occurrence of the entered values m the same scope or
range. The predictions turned out m such a way that the
optimistic values proposed by this algorithms.

cases levels due the non

RECOMMENDATIONS

The proposed research had given its mile stone
outcomes at various scenarios but the same research
could be extended m the below said factors. The
attributes and the features varies from location to location
and hence, it can resource a geographical setting. An
evolutionary model of this tool can be prepared in such a
way that it could research in any feasible environment.
The applicable levels of attamment of the outcomes can
be studied by considering not only PSO and Genetic but
also with advanced deep learming and machme learning
algorithms (Prasad ef af., 2014, 2016a, b) too. The tool
developed could act as a framework which could solve
many hypothetical issues developed or generated
because of this cancer datasets.
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