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Abstract: Tdentifying and extract terms from textual source is an indispensable task in information retrival and
question answering systems by experiments multi-word terms represent the best candidates to represent a
specific domain in Arabic. In this research, we assumed that the Multi-Word Terms (MWTs) consist of words
with similar contextual representations and we propose a hybrid method of extracting multi-word terms from
Arabic texts combines between linguistic and semantic approach, based on word embeddings which we use
a linguwstic and morphosyntactic analysis of the Arabic language to find candidate terms and we use cosine
similarity between distributed representation of words for ranking candidate terms. The proposed methodology
has been tested in a case studies carried out in the environnemental domains with promising results.
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INTRODUCTION

Terminology extraction 1s a central field of research
for a number of text mining and knowledge engineering
applications such as information retrieval, ontology
building, text classification, analysis,
question answering systems, ete. (Zhang et al, 2007,
Boulaknadel et af., 2008a, b). Information extraction 1s the
process of extracting specific (pre-specified) information
from textual sources. Terms, the linguistic representation
of concept, 1s an important element i texts. The extraction
of the terminology used to determine and extract for a
given text all relevant terms for that source. The term
extraction process consists of two fundamental steps,
dentifying term candidates (either single or multiword
terms) from text and filtering through the candidates to
separate terms from non-terms. Multi-word term are
specific terms that are more representative of the
semantic content of texts (Korkontzelos et af., 2008). In
fact these terms are syntactical constructions less
ambiguous and less polysemical than the isolated single
terms (Daille, 1994; Jacquemin et al., 1997, JTacquemin,
1999, Zhang et al., 2008). For example, the complex term
“n ... refers to oil but the term °.." may refer to the verb to
going or the metal “gold” and the term may refer to the
black color or plural of lion.

A MWT 1s a term that 13 composed of more than one
word. The unambiguous semantics of a multi-word term
depends on the knowledge area of the concept it
describes and cannot be inferred directly from its parts

sentiment

(Frantzi et al., 2000, SanTuan et al., 2005). In this study,
we present a new method based on semantic similarity
with words distributions that form a MWT, our method
belongs to the family of hybrid methods for the MWTs
Extraction from a corpus of text documents that we
combine with linguistic and semantic approach, after a
segmentation processing and a Part-of-Speech (PoS)
Tagging to label texts, morpho-syntactic structures are
used, they are called syntactic patterns mining to extract
MWT candidates, we define a thereafter phase of
language filter based on grammatical rules of Arabic
language to identify terms which consist of words that
have a strong linguistic connection (Bounhas and Slimam,
2009), we applied semantic similarity to disambiguate and
filter our terms.

Based on our linguistic methed (Lamram ef al., 2014)
to identify MWT candidate, we propose a new method to
deal with ambiguities generated by the linguistic tools and
to rank candidate terms according to their semantic
similarity between words. We perform this task with a
view to ontology engineering and information retrieval.

Literature review: In the first part of this study, we
presents the existing Multi-Word Term (MWT) extraction
works in different languages, mostly in English and in the
second part focus in Arabic language works.

Multi-word terms extraction for English language: Much
research has addressed the issueof MWT extraction for
many languages. These researchs have either used a
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linguistic approach, a statistical approach or a
combination of them (hybrid approach). Most recent
MWT extraction methods rely on a hybrid appreach to
efficiently extract MWTs due to its higher accuracy
compared to the two other approaches (Mahdaouy et al.,
2014). In this regard, Frantzi et al. (2000) have proposed a
hybrid approach to extract multi-word terms from English
corpus combining linguistic and statistical. From linguistic
point of view, their approach extracts the candidates of
multi-word terminology based on some
mformation such as POS tagging of the corpus which 1s
then utilized in the linguistic filter. The linguistic filter
includes all kinds of terminologies and generates

linguistic

beneficial outcome. The stop-list also prevents the
extraction of candidates which are less likely to be
terminology and enhances the precision of the output list.
Furthermore, the C-value i1s utilized to ensure that, the
extracted outcome is basically a multiword terminology.
The C-value measure has been utilized for resolving the
problem of nested terms. Generally, the terms used
chemistry documents, automotive and biomedical articles,
follow by a specific pattern of combined nouns and
adjectives. In the syntactic point of view, generally they
are compound nouns and associated constructions. For
example, the terms found in biomedical abstracts of the
Genia corpus are names of diseases and drugs, chemical
elements, anatomy and other names. Consequently,
methods for automatic identification of compound nouns
when used on domain-specific data, might be effective in
extracting multiword terminologies aimed at comparing
MWTs interpretation and classification. SanJuan ef al.
(2005) have merged tlwee linguistic resources and
techniques such as: statistical associations, WordNet,
and clustering, to construct a hierarchical model, as
against manual amotation of terms of the corpus. They
have compared ther model with traditional clustering
algorithms and with the manually created ontology of the
corpus. Chen et al. (2006) have proposed a novel
automatic statistical method for determining multiword
terms depending on co-related text-segments present i a
range of documents. The proposed method applied a
novel and efficient statistical strategy for determining
multi-word terms. Chen et af. (2006) have presented the
multi-word term extraction system, a new automatic
statistical approach to identify multiword terms based on
co-related textsegments existing in a set of documents.
The suggestion was used a new and effective statistical
method for identifying mult-word terms. The above
system consists of four components: text segment
generator which utilizes a small predefined stop-list as an
preliminary mput, to classify a set of text documents mto
text-segments, text segment-weigher which computes the

segment weight for each created text-segments, text
segment-segmenter which segments all the textsegments
depending on their segmentweights to create new text-
segments-term candidates, the term candidates shall
be re-input for additional segmentation or directly input to
the subsequent component, term
recognizes the resulting term candidates to become
terms, according to a specific threshold. Other extraction
method of complex terms, work conducted by Church and
Hanks (1990) which is based on a statistical measure:
mutual mformation, in this method the researchers
considered that the words that often appear together in a
statistically significant manner have chance to form
complex terms and then compare the probability of
occurrence of words together with the probability of
occurrence of these words separately. Daille (1994)
proposed the system ACABIT (Automatic Corpus Based
Acquisition of Binary Terms), This system is dedicated to
the French and English languages. Boulaknadel et al.
(2008a, b) proposed a tool that 13 based on ACABIT and
deals Arabic language, this tool consists of two steps: the
first concerns linguistic identification of words using
simple rules applied to tagged corpus, they used at thus
stage the system proposed by Diab (2007) to retrieve a list
of candidate terms labeling, the list of these terms is
contained in a second stage to several statistical
measures. These measures are used to calculate the
terminological status of the sequence encountered.
Bounhas and Slimani (2009) followed the same approach
that focuses on deep linguistic study based on syntactic
models of complex names and specific linguistic rules for
Arabic language, to propose a method for extracting
knowledge from corpus labeled using again the tool (Diab,
2007) they evaluated ther method usmg the same
corpus used by Boulaknadel et al. (2008a, b) and they
got results that exceed those obtained by them mn terms of
accuracy.

identifier which

Arabic multi-word terms extraction: One of the Arabic
MWT extraction works 1s the work which has been
presented by Bounhas and Slimani (2009) who have
proposed a hybrid method to extract multiword
termmology from Arabic corpora. They have applied
several tools to extract and identify the compound nouns.
Their approach used the Arabic morphological analyser
(AraMorph), proposed by Hajic et al. (2005). The
AraMorph has  been applied to compute the
morphological features, required for the syntactic rules.
Al Khatib and Badarneh (2010) has proposed a hybrid
approach to extract multi-word terms from Arabic corpus.
They concentrated on compound nouns as m important
type of MWT and select bi-gram term. The approach
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relies on two main filters: linguistic filter where simple
part (POS) tagger is use to extract candidate MWTs. This
step contains, prepositions words classification,
extraction of nouns sequence and nouns sequence that
associated by prepositions, testing each extracted
sequence based on MWTs syntactic patterns. Statistical
method where log-likelihood ratio and C-value are used to
rank bi-gram candidate MWTs.

MATERIALS AND METHODS

We propose an extraction method of multi-word terms
from Arabic texts based on our previous research by
Lamrani et al. (2014). Our method consists of four main
steps will be explained in detail (Fig. 1). To ensure
extraction of relevant information must first go through a
deep linguistic analysis starts with segmentation and
cutting text into words and labeling to assign to each
word a labeled them which designates its kind and the
group of words to which it belongs and the
standardization of various non-standard words taking into
account the different variations that a word can take. The
second phase involves extracting complex terms
according to well-defined patterns of extraction and the
third phase will filter the results under the previous phase
based on linguistic rules, we will define to extract
candidate terms most relevant and finally in the last stage,
we will use a statistical and semantic filter to extract key
terms.

Pre-processing and Part-of-Speech (PoS) tagging: This
phase includes two main steps:

Pre-processing: Pre-processing design tokenization and
stop word elimination which tokenization aims to cut the
text to lexical units. It's a hard task. In fact disambiguate
borders of phrases and terms in Arabic is not a trivial
thing as several ambiguities of different types can appear,
the proportion of ambiguous words represent more than
9% in a non-vowelized Arabic text (Belguith et al., 2005),
for example, the word °..” may refer to a name illusion or a
conjunction °,” and’ in English+pronoun °.’: ‘they’ in
English. And stop words elimination aims to remove
words having no significant semantic relation to the
context in which they exist.

Stop words are the terms that occur frequently in
most of the documents in a given collection. Also, we
create our own Arabic stop word list contains some of
grammatical links such as the definite study (AL) (the),
attached and separate prepositions, conjunctions,
interrogative words, negative words, exclamations and
calling letters, adverbs of time and place, also, they
include all the pro-nouns, demonstratives, subject and
object pronouns, the five distinctive nouns, some
numbers, additions and verbs.

Arabic textual corpus

|

| Pre-processing, tokennization and POS tagging |

Normalized and tagged corpus

\-Iguistic ’V

Semantic similarity for MWT ranking

™

Final multi-word terms list

Fig. 1: Architecutre of proposed method of MWT
extraction

POS tagging and stemming: The POS tagging is used to
assign each word a labeled them which designates 1its kind
and the group of words to which it belongs plays an
indispensable role in the extraction of mformation from
texts, an Arabic word may take several grammatical labels,
for example, the word (“.") has 5 distinct labels may
designate a verb in the third person singular of
achievement active (kataba: write), masculine plural noun
(kutubun: books) singular masculine noun (katbun:
written) verb of the third person masculine singular of
passive accomplished (Kutiba: 1t was written or kuttiba
correspondent factitive form) or mperative verb in the
second person masculine singular (kattib: do write) (Fathi
Debili labeling grammatical). Several studies have
addressed the problem of labeling grammatical Arabic, our
work 18 based on the research of Diab (2007) proposed a
system for tokenization and grammatical labeling that
achieves resolution thresholds exceed 96% labeling
that achieves resolution thresholds exceed 96% for
unvowelized Arabic texts. The underlymng system uses
Support Vector Machine (SVM).

Extraction of MWT candidates: This phase comprises
two steps morph syntactical extraction structures
based on linguistic rules, called extraction patterns and
standardization to address the diversity of vanants of the
same structure. In this research, the most important
structure that 1s treated the complex term, a complex term
is a phrasme which consists of more than one word in our
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research is based on the research by Boulaknadel et al.
(2008a,b) to define morph syntactical structures on which
the terms appear by adding new structures for extracting
and ternary terms and 4 naire as: il kit ol ﬂ_u-_..:"
this term of 4 words noted by Term. Belongs to the
structure identified by Name Term, a Term. may appear in
the following structures: Name Term.: Gl Jladt alz
Name Prep Term.: w2al il sl

Thus, a Term. may appear in the following structures,
the noun and the adjective may be definite or indefinite,
in our research, we consider the determinant , part of the
word:

Name Adj:  slad el ¢ glafdl felidl

Name Name. prep: )

Name Name;

The second step is the normalization that
solves the diversity of variations under which the
same term may appear, e.g., morph syntactic structures
"l 2l Telll 2yl " SUI &yl and "ol & 457 are four
variations of the same term. The result of this step is a list
of all the complex terms that appear n the corpus of
documents.

Linguistical filter: The language filter can submit multi
word candidate terms resulting from the previous phase
to a set of linguistic rules to determine enjoying the
semantic richness of the Arabic language to measure the
dependency between the words composing a complex
term in Arabic a complex Term, may be in the form Name,
Term.. where Term 1s a noun phrase.

The language filter can submit complex candidate
terms resulting from the previous phase to a set of
linguistic rules to determine enjoying the semantic
richness of the Arabic language to measure the
dependency between the words composing a complex
term i Arabic a complex Term, may be in the form Name.
Term., where Term is a noun phrase (Fig. 2). Measuring
dependence between the words composing a complex
term noun phrase can be found 1n several
grammatical categories: Name and adiective |padl
Name and its annex |aJ! 3lass ¥las) and other ¢ )

I .|_‘-';.7 i Jl;.l i Ja- )

We cann’t talk about the dependence between words
with a complex term than in the reference case (si_.}) or
Annex nonverbal by cons n other grammatical
categories there are no dependencies between words
even if they are found linked several times. We propose
mn this study an algorithm that allows us to recognize
the multi-word terms (complex term) relevant. Reference
(2]} is always identified by the existence of the reference
letter "' but there are cases where the letter (5! is the
original word for Annex, we can recognize it by analyzing

/ Nom, Nom,
Term

(o ~

Termm_”

/ N\

Term,, —— - \

Fig. 2: Structure of multi-word terms in Arabic

the canonical form of the first word that composes the
complex term to see if it is a derivative or a proper name
and the pattern of the word 1s extracted then tested if it
satisfies the canonical forms data, the name n can be an
adjective, a proper noun or a named entity.

Linguistic filtering algorithm: Given a list of n complex
words I. = WT, WT, ..., WT, ..., Wt (Fig. 3). For each i
belongs to {1, ..., n} WT = WW’. The function filter ()
eliminates the word W and replace WW by “W’ it W.is a
proper name, the function extract () adds WW. to the list
of complex candidate terms, the extraction schemes is as
follows: the root word 1s determined based on the
algorithm khoja [Shereen Khoja] then, we subtracted this
racine of full word and replace the voids, respectively by
(..) if the root is a triple consonant (...) if it is a root of four
consonant, eg., word (msalm ..), the root (slm .)
subtraction, we gives (...), we replace the *’, respectively

(..), the scheme 1s obtained (...).

Statistical filter: The statistical filter classifies the key
term candidates in order of importance, based on the
lingustic filter returns a list contamning the complex
terms. Statistical measures are applied to classify the list
of complex terms extracted by the linguistic filtering.

The C-value: The C-value measures the termhood of a
candidate string on the basis of several characteristics:
number of occurrences, term nesting, and term length. It
is defined as:

e S5 _ |log(la])f(a)if ais not nested (1)
~Valua®) =9 e £ ifCa)— ia) ottierwise

Where:
la] = The length in words of candidate term a
f(a) = The number of occurrences of a

1

= 2
gla) |T|(a)b;f(b) 2)
Where:
T(a) = The set of longer candidate terms into which a
appears
(|T(a)] = The cardinality of this set
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Déebut
Si Wi est précédé par un det .
Si W/ est précédé par un det ‘)
5i W/ est suivi par le suffixe "
Extraire (WiWi’) ;
Sinon Filtrer{WiWi’) ;
FinSi
Sinon

Si W/ est une entité nommée /J/V'étiqueteur Amira 2 identifie les entités nommées

Extraire (WiWi’) ;
Sinon Filtrer(WiWi’) ;
FinSi
FinSi
Sinon
Si W/ est précédé par un det S
Extraire 5h;le schéme de Wi

$i Sh; appartienta LSh Filtrer(WiWi’);

Sinon Extraire (WiWi’) ;
FinSi
Sinon
Siw;" est suivi par le suffixe ‘&
Extraire (WiWi’) ;
Sinon
Extraire 5h;le schéeme de Wi

Si Sh; appartienta LSh Filtrer{WiWi’);

Sinon Extraire (WiWi’) ;
FinSi
FinSi
FinSi
Finsi
Fin

Fig. 3: Arabi lingwistic filtering pseudocode

As one can note, if the candidate term 1s not nested,
1ts score 18 solely based on its number of occurrences and
length. Tf it is nested, then its number of occurrences is
corrected by the number of occurrences of the terms mto
which 1t appears.

The NC-value: The NC-value combmes the contextual
information of a term together with the C-value. The
contextual information 1s calculated based on the N-value
which provides a measure of the terminological status of
the context of a given candidate term. Tt is defined as:

N - value(a) = 3 £ iy 122 ()
asC, n
Where:
C. = The set of distinct context words of a

f(b) = The number of times b occurs in the context of a
n = The total number of terms considered

This measure 15 then simply combined with the
C-value value to provide the overall NC-value measure:

NC-value{a) = 0.8xC-value(a)+0.2xN-value(a) (4)

We use statistical measurement NC-value which
exceeds other measures in terms of accuracy for bi-grams
and trigrams (Mahdaouy et al., 2014).

Semantic similarity between words in terms candidates:
Most of the commonly used methods represent words in
a corpus using values, thus ignore the context a word 1s
used in. In 2013, three papers on the topic of distributed
word embeddings to catch semantic similarities between
words published by Mikolov et al. (2013a-c) which
resulted in Googles Word2Vec Software. Tt’s a novel way
to create vector representations of words in a way that
preserves their meaning, i.e., words vectors with similar

10096



J. Eng. Applied Sci., 13 (23): 10092-10100, 2018

meaning tend to be located in similar positions when
represented in the vector space. We can illustrate the
model as a two-layer neural net that processes text. We’ll
start describing the word embedding then the Skip-Gram
Model that Word2Vec uses for learmng.

Word embedding: Word embedding 1s the collective name
for a set of language modelling and feature learming
techniques in NLP where words or phrases from the
vocabulary are mapped to vectors of real numbers m a
low-dimensional space relative to the vocabulary size. So,
the basic idea 1s to store the same contextual mformation
mm a low-dimensional vecter, each word 1s now
represented by a D-Dimensional vector where D is a
relatively small number (typically between 50 and
1000).

This 1s what these algorithms basically do: they start
from a random vector for each word in the vocabulary.
Then they go over a large corpus and at every step,
observe a target word and its context (neighbours within
a window). The target word’s vector and the context
words vectors are then updated to bring them close
together in the vector space (and therefore increase their
similarity score). Other vectors (all of them or a sample of
them) are updated to become less close to the target
word.  After observing many such windows, the
vectors become meaningful, yielding similar vectors to
similar words. Using this words representation we can
express similarity of words and even analogies between
them:

Most siunilar words: we can easily find the most
similar words to a certain word by finding the most similar
vectors.

Analogies: word embeddings exhibit some semantic
and syntactic patterns. For example, we can observe
relationships or analogies such as:

— - —
LT A R

man ~ Woeen "W woman

This definitely helps to solve analogy questions: a 18
to b as ¢ 13 to d given a-c, find the missing word d. To
conclude this part, we have to remember that word
embedding affect for each word n our vocabulary a
random vector. Then while processing the training data,
the words vectors are optimized by making vectors of
similar words (words in the same context or neighbours)
more closer. Word2Vec uses a specific learning model to

optimize the vectors, 1t’s the Skip-Gram Model which we
explain in the next part.

Word2Vec; CBOW and Skip-Fram Models: Skip-Gram or
CBOW (Continuous Bag of Words) are architectures that
describe how the neural network leams the vector
representation for each word For CBOW, we try to
predict the word given its context while skip-gram try to
predict the context given a word. In simpler words, CBOW
tends to find the probability of a word occurring in a
neighbourhood (context). So, it generalises over all the
different contexts in which a word can be used. Whereas
skip-gram tends to learn the different contexts separately.
So, Skip-Gram needs enough data with reference to each
context. Hence Skip-Gram requires more data to train, also,
skip-gram (given enough data) contains more knowledge
about the context. We use the Skip-Gram Model because
1t produces more accurate results on large datasets. The
training objective of the Skip-Gram Model is to find word
representations that are useful for predicing the
surrounding words in a sentence or a document. More
formally, given a sequence of traimng words w, w., ..., w,,
the objective of the skip-gram model 1s to maximize the
average log probability:

1 1
? Zt =1 Zje[—c, cl, stlOg(p(W”] | Wf ))

where c 18 the size of the traming context. The projection
learned from skip-gram model could be used to compute
the vector representation of a single word. The basic
Skip-gram formulation defines p(w/w,) using the
softmax function:

eXp(Ulig Uy

piw, [ W)= =% (3
ZW L exp(ul, 1)
Where:
uvandu’. = The mput  and  output  vector
representations of w
W = The number of words in the vocabulary

This formulation is impractical because the cost of
computing -log p{wlw. ) i1s proportional to W which 1s
often large (10-10 terms). The training objective is to learn
word vector representations that are good at predicting
the nearby words (Fig. 4).

Semantic similarity with word embeddings:

n

W.W, 1=1VV1'VV2

TR AN S S

cos(8) = (6)
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Input Projection Output

PN

Fig. 4: The Skip-Gram Model architecture
RESULTS AND DISCUSSION

We have used the Skip-Gram word representations
for Arabic model using a large data collected by Zahran
et al. (2015) (//sites.google.com/site/mohazahran/data)
from different sources counting more than 5.8 billion
words.

'HI"""I:-J":“' \_"_-7]Jr.]= CoS (Vi
\ ]
Simp{'Hlazdy Wbl LK =3
v}

COs (V" dasdiy, ) -;'L:.L:l'.'fu]

Testing collection and evaluation: Since, there is no
standard domain-specific Arabic corpus, we have built in
order to evaluate our approach, a new corpus specialized
on the environmental domain with similar properties
as the ones described. The corpus built contain 1666 files
comprising 53569 different tokens (without stop words)
extracted from the web site Al-Khat Alakhdar 1. It covers
various environmental topics such as pollution, noise
effects, water purification, soil degradation, forest
preservation, climate change and natural disasters.

The evaluation of automatic MWTs extraction is a
complex process and 1s usually performed by comparing
each MWT candidate extracted to a domain-specific
reference list. When there is no reference list available in
the language retained, one can first translate the MWT
candidates (using a machine translation system or a
bilingual dictionary) and use a reference list available in
another language. For the evaluation purpose, we have
constituted automatically a reference list of all Arabic
MWTs available m the latest version of AGROVOC2

,I.._.,..l';-’Lﬂi':l. Vikip

Table 1: The skip-gram model parameters

Parameters Values
Number of features 300
Window size 5
Hierarchical softmax Yes

Table 2: Precision of MWT methods

Methods Precision (%)
Boulaknadel method 85.0
Linguistic and NC-value 91.0
Linguistic and semantic 92.5
Linguistic and semantic and NC-value 92.0

Training the Arabic Skip-Gram Model require choice of
some parameters affecting the resulting vectors. All the
parameters are shown in Table 1.

Where:
Number of features: dimensionality of the word
vectors
Window size the limit on the number of words in
each context

We used Skip-Gram Model in order to identify the
near matches between two words W and W (e.g., W.and
W, are obtained by comparing their vector representations
V. and V, respectively. We use the cosine similarity to
evaluate the similarity between V. and V, e.g:

[l'tl'-u (V{ohazs'), VWD) + cos (VT glazs), VIaaasd ) +

thesaurus and then use the stemming algorithm to remove
prefixes and suffixes for each MWT in the reference list
and the extracted MWT list (Table 2).

Our results using our lingisitic filtering method and
semantic similarity between words embedding are
better in terms of precision then those achieved by
Boulaknadel et al. (2008a, b) and Lamrami ef al. (2014).

CONCLUSION

We describe in this study an extraction method of
MWTs from a corpus of Arabic texts based firstly on the
use of syntactic extraction patterns, after a deep linguistic
analysis and morph syntactic and secondly on a linguistic
filter enjoying grammatical richness of the Arabic
language and a statistical/semantic measure to evaluate
the link between the words composing the complex term.
To make our method more complete, we will use
algorithms for learming to rank candidates MWTs for
Improving accuracy.
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