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Abstract: Arabic is one of the languages which attracted, needed and used by a lot of people in the world.
Many countries have used Arabic language in courses which related to the mternational world. Arabic also
used by Muslim people, beacause Arabic is the main language of the hooly book of Muslim (Quran). The
importance to know and to understand the basic of Arabic language for the temporary needs like when we travel
to a country which use Arabic as their mam language mclude during Hajj and Umrah. At this time the
smartphone has become a major need for humeans, based on that then made Arabic writing recogmition
application which aims to help pilgrims of Hajj and Umrah who can not speak Arabic. In this study, the method
used is the method of Convolutional Neural Network (CNN). Test results from Arabic handwritten image
classification using CNN resulted in an average accuracy of 60%. It can be concluded that the CNN method
used 1n this application 1s able to do a good classification.
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INTRODUCTION

According to Indonesia dictionary (KBBI) language
is the words used by tribes that contain a certain meaning.
Arabic is a tool commonly used by the Arabs to convey
intent and purpose. Arabic itself is the official language of
25 countries in the world and is also one of the
international languages.

Generally, not
Arabic while the majority of Indonesians are
Muslim, of course, every vear the country sends
Umrah and Hajj pilgrims. In 2016, Indonesia sent
154,421 pilgrims to perform Happ (Statistik, 2017).
Because m the majority location of Haj and
Umrah using Arabic, then Indonesian must
understand the Arabic language, especially, Arabic
used in daily.

Therefore,  the recognition
application  is detect the
Arabic writing through the input image. That way,
pilgrims can take pictures of Arabic
know the translation and 1its latin. This app uses
umage processing, 1lmage Processing 18 processing
with the put of the image. The method used
for the classification 1s Convolutional
Network (CNN). This app 1s
android operating system.

many Indonesians understand

Arabic
because

Writing

made it can

writing  to

Neural
designed on

MATERIALS AND METHODS

In this study, we will explain the system overview,
pre-processing and classification. There are three
processes on preprocessing, i.e., resize, grayscale and
thresholding. In the classification will explain how the
classification process for this application using CNN
method.

System overview: The system designed on this Android
operating system aims to read Arabic handwriting that
has punctuation (syakal), this system can also translate
and make latin from Arabic writing. The recogmtion
process begins with image taking, image capture can be
done from smartphone camera android or from the image
in the smartphone gallery. Arabic writing in the form of
the image will go through the process of pre-processing.
Preprocessing consists of three processes, ie., resize,
grayscale and thresholding. Secondly, the preprocessing
result will enter into the classification process using CNN.
This process aims to categorize images into predefined
classes. After that, the classification results will be latin
and translation. Here’s an overview of the system.

System design: In designing the system will be discussed
about the process on the system that has been described
mFig 1.
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Fig. 1: General system overview

Pre-processing: Pre-processing 1s the process before the
image is converted into text. This process aims to
determine the important information contained in the
images entered into the system. In pre-processing there
are three processes:

Resize: [s a process of change in a discrete image defined
on a set of coordinates to a new set of coordinates. This
process can be done by resampling used to mcrease the
number of points on the image to improve the quality of
the image (Wang et al, 2008). In this application, the
image is resized to 30=30.

Grayscale: Tn this process, the image becomes gray level.
The 1mage used as mput is a combination mmage of Red,
Green and Blue (RGB). The image inputted in this process
1s represented to degrees of gray. In grayscale, there 1is
only dark (black) and light (white). The black color in
decimal 1s 0 while the white in decimal 1s 255. Inn black bt
is 0 while white is 11111111, The values of a-c represent
the color channels, Red = (0.299), Green = (0.587) and
B = (0.144). The numbers that represent the colors are in
accordance with the sensitivity of the human eye, if they
meet the colors. Here, 1s the formula of grayscale
(Lim and Isa, 2011; Zhao and Tian, 2012):

Ixy = R (x,y)i %G (x, ) HoB(x y)g (1)

Thresholding: Thresholding 15 the process of changing
the grayscale image to binary (Black-White) to know
clearly where the object and where the background in
the image. In this process, if the input image pixel of
the grayscale process has a value greater than a
predetermined value and constant (the treshold value)
then the pixel of the pixel output is 1 and if the pixel has a
value smaller than the Threshold value (T) then the pixel
output will be assigned a value of 0 (Roy er al, 2014,
Sivalumar and Murugesh, 2014):

LF(X, Y)=T
0 F(X, Y)<T

T(X, Y){ (2)

v

Resizing
v

Image 30x30

v

Grayscaling
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result

v

Thresholding

Image results threshold
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IS

End
Fig. 2: Pre-processing
Where:
T = Threshold value
F (X, Y) = Value before being processed

The preprocessing process is illustrated in the
following flowchart (Fig. 2).

Classification: Classification 1s a grouping process based
on similarities and differences. The images obtained will
be classified using layers present on CNN. CNN consists
of three main layers.
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Convolution layer: This layer is the base layer that builds
a CNN which aims to extract features from the mput image.
TIn this layer, the feature representation of the image in the
input is studied (Song et al., 2016, Rawat and Wang,
2017 Akhand, etal., 2015). The first kernel will move from
the top left comer to the top right corner and from the top
right corner the kernel moves to the lower right corner
(Maitra et af., 2015). The kernel 1s moved per element, so
that, the move process will be repeated until the lcernel is
completely moved to the lower right corner. The first
convolution layer extracts low-level features such as
edges, lines and corners while the layers are higher. The
formula for operating the convolution process as:

(A Y Y s S )
Where:
f, = The result of the convolution process
T = Input image matrix
K = Filter/Kernal

Subsampling layer: This is a layer for the image reduction
process to increase the invariance of feature positions.
There are two types of pooling commonly used for image
processing, namely max pooling and averange pooling
(Murtiwiyati, 2013). Max pooling has a way of working
by teking the maximum value of a non-overlapping
sub-region (Putra, 2016) while mean collection works
by calculating the mean value of the merging area
(Ramadhan et al., 2016):

. 1
pool(i, j) = ﬁE X0 4

The fully connected layer is the last layer after going
through the convolution layer and repeating itself
repeatedly mn accordance with the designed architecture
(Reza and Mazumder, 2012). Acting as a class i the
convolutional neural network, this layer is included in the
neural network convolutional architecture which consists
of input, hidden layer and output layer (Ramadhan et al.,
2016). Every neuron has full connections to all activations
in the previous layer as seen in regular neural networks.
The last fully-connected layer 1s called the “output layer”
and in classification settings it represents the class scores
(Fig. 3).

Classification 1s a grouping process based on
similarities and differences. The images obtained will be
classified using layers that are on CNN. Here’s how CNN
works on the Arabic writing introduction application: the
characteristic vector of the Arabic script obtained from
the pre-processing stage used as the mitial mput of the
classification process. Data 1s divided into two: data
training and data testing.

Input layer Output layer
Hidden layer

Fig. 3: Fully connected layer (Culjak et ai., 2012)

Pre-processing

Image training results
from pre-processing
Feature extraction at
convolutional layer

Feature extraction
results in
convolutional layer

|Feature extraction at convolutional layerl

Feature extraction
results in
convolutional layer
—| Training using CNN |—

Y A 4

Training results ‘ Classification model
/ using CNN / |
|

Fig. 4: Classification flow chart using CNN

:‘, End ‘,:

Training data entered in sentence form and words
amounted to 20 and 50 copies of each sentence and word.
In the CNN process training process, the first process is
drawing for traiming into the pre-processing process, after
which the image enters the convolution layer to extract
trained properties using CNN. Testing data 1s an Arabic
word image. Tmagery will go through a pre-processing
process and then classified using the Convolutional
Neural Network (CNN) method. In the process of
pre-processing the image will be resized to 30x%30
(Fig. 4).

In the CNN classification there are three main layers
of the convolution layer, the subsampling layer and the
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Fig. 6: Sequence diagram

fully connected layer. The additional layer applied to CNN
n this application 13 the softmax layer. In the convoelution
layer, the mnage to the mput 13 a 3030 matrix. Once
processed in the shock layer, the image is processed in
the subsampling layer using an average pooling with the
image 1nput of a convolution process with a size of 28x28.
After that the mmage matrix will be processed m a layer
fully connected to the 14x14 matrix size. The 14=14 matrix
size comes from the subsampling process. In the last layer
of CNN 15 the output layer that 1s fully connected to the
output of this layer 15 20, 20 comes from the number of

classes that contain Arabic writing applications. For the
softmax layer, the process that occurs, here 1s a process
that aims to mimmize noise on the image. Here 13 a
classification diagram.

Use case diagram: Use case diagram 1s used to provide a
functional overview of the system. It consists of two main
elements of actors and relationships, both the relationship
between actor and use case and the relationship between
use case and use case. Here’s a use case diagram of the
app you created (Fig. 5 and 6).
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Fig. 7: Class diagram

Sequence diagram: Ts a diagram that serves to provide an
overview of interaction objects that exist m  the
system at certam times. This diagram illustrates the
interaction between the user, the view, the pre-processing
and the classification. First the user opens the app after
which the view from the mam page of the app 1s displayed
(Fig. 6). After that the user can select the application
information menu to be able to find information related to
the application. After that the user clicks the
camera/gallery menu on the main page of the app, then
the user can view and use the camera/gallery to insert the
image to be processed in pre-processing. Once, the image
is selected, the image preview and method selection will
be displayed. Once, processed in the pre-processing the
image will go mnto the classification stage to be able to

Home activity
Applicationinformation PredictionActivity
Image view iconapp > - -
int CAMERA-PIC-REQUEST bnCreate(Bundle) TextView latin
int SELECT-IMAGE > TextView terjemahan
Bitmap darachoice int[] data
appcheckpermission() onCreate(Bundle)
onCreate(Bundle) || getRandom(int[])
onCreateoptionsmenue
(Menue)
onOptionsitemselected
(Menultem) MethodActivity MethodCNN
takepicture(View)
opengallery(View) ImageView icon P
o ! roses
onActivityResult(int) Switch simpleSwitch 0
onResume() int jumahfeature A
-memberName int dataset
int jumlahkelas
Training onCreate(Bundle)
proses(View):vgid Method SVM
Context context; onResume():void
String pathdatalatih mztgg:gmg:g:g String appFolderPath
Training(Context) : String systemPath
preproses_image() SFrmg LOG_TAG
Bitmap_grayscale(Bitmap) > LibSVM svm; .
resizemage(Mat):Mat <& onCreate(Bundle):void )
thresholding(Mat):Mat CreateAppFolderItNeed():vpld
prosesHaar(Bitmap):Bitmap copyAssetsDatalfNeed():void
bacadatapixe(Mat):String copyAssets (AssetManager,
grayscale_training(Bitmap): . Strmg?:boolean
String Processing copyFile (InputStream,
generateNoteOnSD OutputStream):void
(Context, String) resizeimage(Mat):Mat
prosesters(Bitmap):void grayscale(Bitmap):Bitmap
thresholding(Mat):Mat
LibSVM

String LOG_TAG

Train(String):void
Predict(String):void
scale(String):void
LibSVM()

detect the results of its arabic detection. The last user will
know the result of the classification. The following 1s a
sequence diagram troduction to Arabic writing
application.

Class diagram: The class diagram i1s a diagram
llustrating  the relationship between the
contained in the application. Here iz a
diagram of Arabic writing recognition application

(Fig. 7).

classes
class

Application display implementation: This study will
describe the appearance of Arabic writing recognition
applications. The following 1s an explanation of the Arabic
writing recognition application appearance.
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SmartlationS

SmartlationS

Indonesia - Arabic Translator

Fig. 8: Home

Home: On this a logo and text

“SmartlationS”, the image below is the main page view of

page there is

the application. On this page there are several menus that
can be operated. The following is an explanation of the
menus on the main page (Fig. 8):

* Camera menu, to make lmage acquisition via.
camera

¢+ Gallery menu, to
gallery

¢ Application information menu, to display information
about the application

select an image from the

Application information page: On this page, there is text
application information In the picture, below 1s a page
that shows information related to the application. This
page can be accessed through the about menu on the
main page (Fig. 9).

Select page method: On this page there are two
menu options that work to select a method to
process an input image. This page is accessible
after the user selects the 1image you want to
process on the main page. Here 15 a view of the
page selection method (Fig. 10 and 11).

Translation results page: On this page there is a result of
the detection of Arabic writing m latin as well as n

LG ¥ .0/ 100% @ 08:51

SmartlationS

SmartlationS

Indonesia - Arabic Translator

info pat

Fig. 9: Application information page

o & W .l 100% @ 08:52

SmartlationS

Prediksi
Pilih Jenis Prediksi

CNN SVM

Fig. 10: Select page method

translation. This page can be accessed after the
user selects the method you want to use to
detect images. Here is a translated page
(Fig. 11).

view

6987



J. Eng. Applied Sci., 14 (19): 6982-6990, 2019

L % ¥ .ill 100% @ 08:51

SmartlationS

Prediksi

Hasil Prediksi
TOYYIB
BAIK

Fig. 11: Translation results page

Table 1: Accuracy testing

RESULTS AND DISCUSSION

In this study will be discussed about the
test results and analysis of each test that has
been done on Arabic tlisa recognition applications.
The purpose of testing is to ensure that the
built system can perform the task comectly. The
following 15 a test conducted on Arabic writing
application.

Testing Arabic writing accuracy: The purpose of
this test 1s to determine the level of accuracy of
the system by making variations in the number of
models used in the system. In the system there
are 1,000 models with a size of 30x30 pixels.
Testing will be done on every word and sentence
specified. This system is able to translate Arabic
languange to Bahasa (Indonesian language) with 60%
average accuracy. The following is an accuracy test
Table 1.

Image testing Word/sentence Translation (Indonesian language) Accuracy (%0)
il o e Khaifa Haluka Apa kabar (Laki-Laki) 60
L - Khaifa Haluki Apa kabar (Perempuan) 60

="} e
- - . .
L-_;kj Toyyib Baik 50
= - Jihatun Arah 90
g
Fii Dalam 40
:1 12-4480 Ahlan Wa Sahlan Halo/Hai (Respon) 70
i Marhaban Halo/Hai (Sapa) 70
o o Na’lun Sandal 60
joo
Masmuka Siapa Namarmnu (Laki-laki) 50
i Masmuki Siapa Namamu (Perempuan) 50
Udkhul Masuk 60
Py Ismi Nama Saya 70
1 - Jawaalun Ponsel 70
9
Amaama Di Depan 50
T Faugo Di Atas 70
Tahta Di Bawah 80
Lam Belum 50
Yaminun Kanan 50
Hamam Kamar Mandi 40
-
-7 Kholasun Sudah 60
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Table 2: Responsetime testing

Respons time

Devices  Processor Android version (sec)
1 1.8 GHz quad-core  Marshmellow (6.0.0) 76
2 1.9 GHz octa-core Nougat (8.0.0) 73

Table 3: The result of testing the acquisition distance effect
Distance (cm)

Accuracy (%)

10 60
15 30
20 10

Table 4: Testing the effect of image viewing angle

Angles Accuracy (%)
Leaning to the left 40
Leaning to the right 40

Table 5: Testing CNN method

Epoch Learning rate (%0) Accuracy (%)
1000 75 70
1500 75 80
1000 100 90
1500 100 90

From Table 1, it can be seen that the highest
accuracy value is found in the test word Jihatun with 90%
accuracy. The things that affect the accuracy level are
clear writing and adequate lighting. In some words like the
f11 word m the system has little difficulty in detecting
because the example, for the word there is a black line
caused by the lack of scanning process in the printer.

Response time testing: This test aims to determine the
effect of the processor clock speed on the response time
speed of the application system. This test is done by
runming applications on two types of smartphones with
different processors. In device 1, the system response
time for CNN is measured, the same is done on
device 2. Table 2 1s the test result of the system
response time.

From the results of testing the response time of
the system obtained a response time of 76 sec
while using the device with quad-core processor
speed of 1.8 Ghz. While on devices with octa-core
1.9 Ghz processor, the response time obtamed for
the CNN method is 73 sec.

Testing the acquisition distance effect: This test is
performed to determine the accuracy of the system based
on the distance specified in the image acquisition process.
In this test, a distance of 10, 15 and 20 cm has been set.
The followng i1s a Table 3 of results of acquisition
distance testing effects.

Based on the test results
can be seen that the highest accuracy value is
achieved with a distance of 10 cm. It can be
concluded that the ideal distance for image acquisition

in table above it

is 10 cm with the accuracy reaching 60% while at a
distance of 15 and 20 cm there are some letters that are
difficult to detect.

Testing the effect of image viewing angle: This test is
carried out with the amm to determine the effect of
shooting angle (shooting position) on the level of
accuracy at detection. The following is a test from the
point of view of taking pictures. Table 4 and 5 shows an
accuracy of 40% for each cormer of the acquisition.

Metode CNN (learning rate and epoch): Testing the level
of learning rate and epoch is done with the aim to find out
how the influence of the two parameters on the detection
accuracy. The following are levels of learning rate and
epoch.

After doing this test, it can be seen that the highest
accuracy 1s obtained when the epoch 1s 1000 and 1500
with the learning level is 100%. The lowest accuracy is
obtamed when the epoch 1s 1000 and the learning
level is 75%.

CONCLUSION

Based on the implementation and testing of Arabic
writing recognition applications referring to the analysis
and design that has been made can be summarized as
follows: detection of Arabic tulsions using the
Convolutional Neural Network (CNN) classification was
successfully carried out. The parameters contained in the
test have an effect on the level of accuracy. The highest
accuracy 1n the process of detecting Arabic text using the
CNN method is obtained in the word “Jihatun™ by 90%
using training data of 50 copies of each word or sentence.
This value 1s still not optimal and 1s still below the
average, due to the limitations of unage training data
contained in the database.
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